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## Mechanics of Structures and Continua

## Chapter 9

## Introduction to the Theory of Plasticity -Rate-Independent Incremental Mechanics

### 9.1 Irreversible Deformation and 1-D Plastic Models

### 9.1.1 Irreversible Deformation and Fracture

## (1) Plasticity and Ductile Fracture

After a straight wire is bent by hands, freeing it cannot recover its original shape. Moreover, the part bent becomes relatively harder than the surrounding material, and it becomes very difficult to make it straight by any means. Repeating the same process near the bent part may raise temperature around the deformed portion and finally may lead to rupture. This kind of irreversible characteristics is in general called the inelasticity. Especially, when the residual deformation is independent of time, it is called the plastic deformation. Existence of the residual deformation indicates that some parts of the energy applied by bending are dissipated resulting in the rise of temperature. Incidentally, when the residual deformation depends on time, the corresponding characteristics is called the viscosity. Fig. 9.1 shows the schematic responses of several materials subjected to the stress path in the left-most figure.


Fig. 9.1 Schematic stress-strain relations in elasticity, plasticity and viscosity
The theory of plasticity seems to be developed and rationally generalized especially for the crystalline metals. We here introduce such mathematical models except in Secs. 9.4.2 and 9.4.3. Since such crystalline metals are microscopically made of regular lattice structures with quite strong bonding forces, it may not be so easy to break the bonds. However, as has been mentioned above for wires, the irreversible deformation and the rupture become possible even by application of human action, because there exist an infinite number of defects inside the lattice structures. Lattice pattern in the left circular inset of Fig. 9.2 shows a sight from A toward E of a typical structure with a single defect depicted in the right part. This right part of the figure illustrates a surface along the dotted curve in the left inset observed from above. Suppose that a plane including black atoms is the 'first floor,' and that another plane with shaded atoms is the 'second


Fig. 9.2 Defect inside crystal structure floor,' and two positions indexed by $S$ are spiral staircases between these two floors. The defect at S is called the screw dislocation, and the defect at E is called the edge dislocation. The line along the opening between two S's through E is called the dislocation line, and it can be observed as a black curve by the transmission electron


Fig. 9.3 Microscopic behaviors of 3 types of fracture
microscope (TEM). These dislocation lines move freely inside a crystal grain by application of the shear force, and the direction of motion can be changed by reversing the applied force. However, once a dislocation reaches the grain boundary or the free surface, it cannot move any more resulting in a new free surface. This creation of the new surface generates some heat which corresponds to the dissipation of energy. This is one of the models to explain the irreversible mechanism to create residual deformation.

Usually, one needs to repeat bending actions many times to break wires. Such characteristics of fracture of materials depend on material properties of the ductility and the toughness etc. In general, the fracture of metal materials is governed by the following properties:
brittleness: Brittle materials experience rupture almost without any deformation just like glasses. For steel materials, this property becomes dominant under quite low-temperature environment.
toughness: It represents resistance ability against fracture in terms of energy.
ductility: Ductile materials experience large plastic deformation before rupture. The theory of plasticity in this chapter mainly constructs mathematical models of these ductile materials.
difference between toughness and ductility: It should be noted that ductile materials do not always have high toughness. The ductility usually represents ability of extension before fracture, while the toughness is governed by some microscopic resistance against rupture near the defect in terms of energy.

Three types of fracture are associated with these properties as follows:
brittle fracture: Deformation prior to fracture is negligibly small just like glasses. When a micro crack AB exists inside a crystal grain as is shown in the upper-left figure of Fig. 9.3, if the microscopic ductility near the crack tip is very low, this crack can easily extend without any large deformation until fracture. In this case, almost no plastic deformation occurs along the surface of cleavage which does not become so rough.
ductile fracture: If the similar crack has microscopic ductility near the tip to some extent, the extension of the crack may be obstructed by the plastic deformation. Therefore, as is shown in the upper-left figure of Fig. 9.3, the corresponding failure develops with plastic deformation toward C accompanied. On the other hand, in the region without crack, this fracture is considered to be associated with the accumulation of the dislocations along the grain boundaries. The upper-right figure of Fig. 9.3 illustrates three states of a lattice with one edge dislocation. In this figure, the dislocation moves from left to right by applied forces. When it reaches the grain boundary as in the rightmost figure, a new surface is created, and the dislocation cannot go back into the grain resulting in the residual deformation. An infinite number of such dislocations are distributed in each grain ${ }^{1}$ as is shown in the left figure (a) of Fig. 9.3 and can move almost freely. By increasing the applied loads, many dislocations are gathered along the grain boundaries. Eventually, they may become voids as is shown in figure (c). These voids may be one cause of the fracture which is called the ductile fracture. Because of the large plastic deformation, the surfaces of rupture become quite rough.

[^1]fatigue: Another type of fracture is called the fatigue. In its process until failure, cracks expand step-by-step by, for example, the alternating application of forces. By the step-by-step development of the crack, the cleavage surface usually has a stripe pattern which is called the clamshell mark or the beach mark.

The mechanism of the brittle fracture and the fatigue is different from that of the ductile fracture, and it can be studied in the fracture mechanics which is not included in this textbook, because it is quite difficult for us to understand. Hahaha. Since, the strain may become larger than $10 \%$ in realistic metal forming processes, the finite deformation theory must be used to simulate them. However, such a large deformation theory will be explained later in Chap. 10, and we here concentrate on introductions of the major models of plasticity in the framework of the infinitesimal deformation, because, first of all, it is important to understand their physical meanings.

## (2) Experimental Observations

The simplest material tests like the uniaxial tensile test suggest several important knowledge about the plasticity as follows.

1. The plastic deformation becomes significant at a certain level of the applied load under which the elasticity prevails. Once the plastic state is reached, for example, at the point U of Fig. 9.4, release of the applied force cannot let the specimen go back to the loading path, but a different path shown by a thick arrow is followed, and the succeeding behavior is almost elastic. Namely, the stress-strain relations do not have one-to-one correspondence, and there exist at least two possibilities on the incremental change of states at one same specific stress level.
2. When the released load is again applied, the resistance is almost elastic as is indicated by a thin arrow in the figure. Then the plastic deformation starts to increase near U . This implies that the plastic deformation becomes significant not at a certain 'strain' level but at a certain 'stress' level.
3. Consecutive experience of plastic deformation mostly shows nonlinear behaviors, possibly because the microscopic structures inside the materials change step by step.
4. However, when a steel cube is submerged into the depths of the sea, its diameter shrinks because of the isotropic hydrostatic pressure, but salvaging it retrieves the original size. This indicates that the plastic deformation cannot be initialized by the isotropic loading (under the hydrostatic pressure or in the isotropic stress state). Namely, the plastic deformation is essentially a shearing deformation and is closely related to the shearing action.
5. When an elastic body which has experienced some plastic deformation to a certain direction is subjected to an additional loading to the different direction, the stress level to start plastic deformation becomes smaller ${ }^{2}$ than that of the virgin material. This property is called the Bauschinger effect, and the corresponding model will be explained in Sec. 9.4.1.

The lower curve in Fig. 9.4 illustrates a typical relation of so-called mild steels. There exists a flat part which is sometimes called plateau where the motion and the accumulation of many dislocations explained by two figures (a) and (b) in Fig. 9.3 are considered to occur. Beyond this flat part, the resistance becomes larger than that along the plateau. This kind of hardening characteristics is due to immovability of many dislocations near the grain boundaries shown in (b) of Fig. 9.3. This property is the reason why, in the experiment of a wire, the bent part becomes harder than the surrounding portion, and why it is almost impossible to restore the original straight shape. Near the peak of this stress-strain relation,


Fig. 9.4 History of tensile test the necking of the specimen starts to appear, and finally the debondings of the grain boundaries etc. in figure (c) of Fig. 9.3 lead to the macroscopic slidings and the creation and coalescence of many voids. On the other hand, the upper curve in Fig. 9.4 shows the response of the high strength steels. No explicit plateau appears because the motion of the dislocations is restricted by small size of each grain and other schemes to increase the strength.
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### 9.1.2 One-Dimensional Plasticity

## (1) Basic Models

Within the framework of one-dimensional deformation, we first introduce how to describe the basic models of plasticity basing on the observations in the previous section.

- First of all, we need to specify a criterion at which the plastic deformation starts. From the observation, this condition must be given in terms of the stress level. Moreover, from the result in the item 4, not the isotropic part but the shear part of the stress components governs the initiation of the plastic deformation. Therefore, it seems to be straightforward to use the deviatoric stress tensor in Eq.(2.43).
- The item 1 indicates that there exists no one-to-one relation along the deformation history. Namely, at a certain stress level, there are two possibilities of deformation; i.e. the plastic deformation can either continue (loading case) or is suppressed (unloading case). These possibilities can be described by specifying several different incremental behaviors at a given stress level. By such incremental models, the history dependence and the global nonlinearity can be also included in the models. Therefore, the incremental relations between stress and strain will be given later on as the evolution law (flow rule). In other words, it is essential to specify the incremental relations to model plasticity.

The statements in the second item may be difficult to understand. Suppose that three types of the alternating loading test are carried out as is shown in Fig. 9.5, where $\mathrm{A} \rightarrow \mathrm{B} \rightarrow \mathrm{C} \rightarrow \mathrm{D}$ is the loading path of the test I. On the other hand, the test II changes the path at A toward E , and, at $\epsilon_{1}$ which is the strain level at C of the test I , the loading direction is reversed toward F . Moreover, $\mathrm{G} \rightarrow \mathrm{H} \rightarrow \mathrm{K}$ is the path of the test III which is initially started in compression. Thus, there exists no one-to-one stress-strain relation, and we have seven different states A, B, E, D, F, H and K at the same stress level of $\sigma_{1}$. These behaviors can be at least described by the incremental laws between the stress and the strain. However, if they are integrable, the final states can be determined uniquely by the initial states, and the history dependence cannot be realized. Therefore, such incremental equations cannot be analytically integrated. Hence


Fig. 9.5 History under alternating load

$$
\Delta \epsilon=F(\sigma, \epsilon) \Delta \sigma \quad \text { or } \quad \mathrm{d} \epsilon=F(\sigma, \epsilon) \mathrm{d} \sigma \quad \nVdash G(\sigma, \epsilon)=0,
$$

i.e. a nonlinear relation like $G(\sigma, \epsilon)=0$ does not exist in the plasticity. In the numerical calculations, such incremental relations are not integrated but are solved by an algebraic sum [20] of each increments. Several explicit results of the history dependence are shown later in Sec. 9.3.3.

In addition to the conditions of initiation of the plastic deformation, we also need the laws of evolution of the increments. These will be specified in the proceeding section, but we here employ a model of friction and sliding in Sec. 2.4.5 (2) in order to explain their physical concepts. Fig. 9.6 depicts a body subjected to a force $F$ on a floor which has a coefficient of static friction $\mu_{s}$. The body deforms elastically, and the sliding may become possible when

$$
\begin{equation*}
f \equiv S-\mu_{s} N=F\left(\cos \theta-\mu_{s} \sin \theta\right)=0, \tag{9.1}
\end{equation*}
$$

which corresponds to the criterion of initiation of the plastic deformation, and is


Fig. 9.6 Friction and sliding one form of the yield condition explained later on. Then, the sliding actually begins to occur when

$$
\begin{equation*}
\Delta f>0 \tag{9.2}
\end{equation*}
$$

by changes of the force or its orientation $+\alpha$ such as $F \rightarrow F \pm \Delta F, N \rightarrow N \pm \Delta N, S \rightarrow S \pm \Delta S$, or $\theta \rightarrow \theta \pm \Delta \theta$. This equation corresponds to the loading condition explained below. However, it should be noted that the direction of motion is always along the floor or the direction of the shear force $S$ as

$$
\begin{equation*}
\Delta(\text { plastic sliding }) \equiv \Delta \gamma^{\mathrm{p}}=\lambda \frac{S}{|S|}, \quad \text { namely } \quad \Delta \gamma^{\mathrm{p}} \| S, \quad \text { with } \quad \lambda=\lambda(F, S, \theta, \Delta F, \Delta S, \Delta \theta) \tag{9.3a,b,c}
\end{equation*}
$$

no matter what kinds of the changes are given. This law corresponds to the flow rule given below. The incremental irreversible deformation $\Delta \gamma^{\mathrm{p}}$ is accumulated to become the residual deformation $\gamma^{\mathrm{p}}$ in Fig. 9.6 which is kept positive; i.e. $\lambda>0$. The motion of the dislocations explained before seems to be interpreted by this kind of sliding on the frictional floor.

## (2) Rigid Perfectly-Plastic Body

Although the plastic deformation is essentially the shear deformation, the standard uniaxial tensile test is usually used. However, if one observes this test from another coordinate system as is shown in the lower right inset of Fig. 9.7, we can understand that it measures partly the shearing resistance characteristics. Since the elastic deformation is negligibly smaller than the plastic part as long as the ultimate states of steels are concerned, the simplest model can neglect the elastic part as Fig. 9.7. This material cannot resist against $\tau>\tau_{\mathrm{Y}}>0$ and is called the rigid perfectly-plastic body. In the structural mechanics, this model is often employed to evaluate the ultimate strengths of the mild steel which has the plateau in the stress-strain relation as is shown in Fig. 9.4. The action of releasing loads is called the unloading.


Fig. 9.7 Rigid perfectly-plastic body

From the initial state, any strain $\gamma$ do not appear until the stress level reaches $\tau_{\mathrm{Y}}$, and this material parameter $\tau_{\mathrm{Y}}$ is called the yield stress. If the same yieldings occur in tension and compression, the plastic deformation is considered to start to develop when

$$
\begin{equation*}
|\tau|=\tau_{\mathrm{Y}} \tag{9.4}
\end{equation*}
$$

which is called the yield condition. In other words, when $|\tau|<\tau_{\mathrm{Y}}, \gamma=0$ in the initial elastic state. On the other hand, since the unloading is expressed by the change as $\Delta \tau<0$ at the tensile stress level of $\tau=\tau_{\mathrm{Y}}>0$, it can be defined by $\tau \cdot \Delta \tau<0$ in both tension and compression. Since this model neglects the elastic deformation, no change of deformation occurs along the unloading path; i.e. $\Delta \gamma=0$. Eventually, including the elastic state, the change of the strain can be specified by

$$
\Delta \gamma=0 \quad \text { if } \quad\left\{\begin{array}{ll}
|\tau|<\tau_{\mathrm{Y}} &  \tag{9.5}\\
|\tau|=\tau_{\mathrm{Y}} & \text { and } \quad \tau \cdot \Delta \tau<0
\end{array} \quad \text { (Elastic state) } \text { (Unloading state) } .\right.
$$

When the plastic deformation continues occurring under Eq.(9.4), the state is called the (plastic) loading. It can be given by a condition as $\tau \cdot \Delta \tau=0$ for the rigid perfectly-plastic body. Incidentally, it will be generalized by $\tau \cdot \Delta \tau \geq 0$ for the hardening case explained below. Therefore, the incremental change can be specified by

$$
\begin{equation*}
\text { Sign of } \Delta \gamma=\operatorname{Sign} \text { of } \tau \quad \text { if } \quad|\tau|=\tau_{\mathrm{Y}} \quad \text { and } \quad \tau \cdot \Delta \tau=0 \quad \text { (Loading state). } \tag{9.6}
\end{equation*}
$$

So far, we establish no rule to determine $\Delta \gamma$, but in problems of structures like those in Sec. 9.1.3, $\Delta \gamma$ may be calculated by the solution of the boundary-value problem. These Eqs.(9.5) and (9.6) define the evolution laws.

## (3) Elastic Perfectly-Plastic Body

When the elastic part is added into the rigid perfectly-plastic model like Fig. 9.8, it is called the elastic perfectly-plastic body. In this case, we have

$$
\begin{align*}
& \Delta \gamma=\frac{\Delta \tau}{\mu} \quad \text { if }\left\{\begin{array}{l}
\left\{|\tau|<\tau_{\mathrm{Y}}\right\} \\
\left\{|\tau|=\tau_{\mathrm{Y}}\right.
\end{array} \text { or } \text { and } \quad \tau \cdot \Delta \tau<0\right\} \tag{9.7a}
\end{align*},
$$

where $\mu$ denotes $^{3}$ the shear modulus. Full description can be obtained as a special case as $H^{\prime} \equiv 0$ of the model explained in the next section.


Fig. 9.8 Elastic perfectlyplastic body
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## (4) Elastic-Plastic Body

In general, after the initial yielding, the resistance increases as the plastic deformation becomes large. This phenomenon is called the hardening. Just like the elastic perfectly-plastic body in the previous section, the total incremental strain can be evaluated by the addition of the elastic and the plastic parts as

$$
\begin{equation*}
\Delta \gamma=\Delta \gamma^{\mathrm{e}}+\Delta \gamma^{\mathrm{p}} \tag{9.8}
\end{equation*}
$$

where the superscripts ' $e$ ' and ' $p$ ' indicate the elastic and plastic parts respectively. As the most basic model of elasticity, the incremental Hooke's law as

$$
\begin{equation*}
\Delta \gamma^{\mathrm{e}}=\frac{\Delta \tau}{\mu} \tag{9.9}
\end{equation*}
$$

can be employed. It should be noted that the strain $\gamma$ is the engineering strain as will be explained later on. In the loading state, the incremental plastic deformation can be estimated by the condition as $\left\{\operatorname{Sign}\right.$ of $\Delta \gamma^{\mathrm{p}}=\operatorname{Sign}$ of $\left.\tau\right\}$ which is the same as that of the perfectly-plastic body. Therefore, we can use a description similar to Eq.(9.3a) of the friction and sliding model as

$$
\begin{equation*}
\Delta \gamma^{\mathrm{p}}=\lambda \frac{\tau}{|\tau|}, \quad \text { or, simply } \quad \Delta \gamma^{\mathrm{p}}=\lambda \tau, \quad \lambda>0 \tag{9.10a,b,c}
\end{equation*}
$$

This relation is called the flow rule. It should be noted that no $\Delta$ appears in the right-hand side. This new symbol $\lambda$ is not a material parameter ${ }^{4}$ but is a coefficient related to the incremental stress $\Delta \tau$. Finally, the elastic, unloading and loading states can be specified by

$$
\begin{array}{ll}
\lambda=0 & \text { if } \quad\left\{|\tau|<\tau_{\mathrm{Y}}\left(\bar{\gamma}^{\mathrm{p}}\right)\right\} \quad \text { or } \quad\left\{|\tau|=\tau_{\mathrm{Y}}\left(\bar{\gamma}^{\mathrm{p}}\right) \quad \text { and } \quad \tau \cdot \Delta \tau<0\right\}, \\
\lambda>0 & \text { if } \quad\left\{|\tau|=\tau_{\mathrm{Y}}\left(\bar{\gamma}^{\mathrm{p}}\right) \quad \text { and } \quad \tau \cdot \Delta \tau \geq 0\right\} . \tag{9.11b}
\end{array}
$$

where the yield stress $\tau_{\mathrm{Y}}$ is expressed by a general function of the plastic deformation and its history as $\tau_{\mathrm{Y}}\left(\bar{\gamma}^{\mathrm{p}}\right)$, and $\bar{\gamma}^{\mathrm{p}}$ is some kind of accumulation (integration) of its increment $\Delta \gamma^{\mathrm{p}}$.

Approximation by the deformation theory: In general, the additive rule in Eq.(9.8) is valid only for the incremental relations, but so called the deformation theory is established by an approximation that the additive description can be applied to the total strain components. This approximation may be acceptable in the framework of the infinitesimal deformation without the unloading process. Thus, the elastic part is given by

$$
\begin{equation*}
\gamma^{\mathrm{e}}=\frac{\tau}{\mu} \tag{9.12}
\end{equation*}
$$

and an additive rule as

$$
\begin{equation*}
\gamma=\gamma^{\mathrm{e}}+\gamma^{\mathrm{p}} \tag{9.13}
\end{equation*}
$$



Fig. 9.9 Elastic-plastic body
is assumed to hold. From Fig. 9.9, since the tensile stress in the plastic states is related to the strain by

$$
\begin{equation*}
\tau=\tau_{0}+H^{\prime}\left(\gamma-\frac{\tau_{0}}{\mu}\right), \tag{9.14}
\end{equation*}
$$

substituting it into Eqs.(9.12) and (9.13), we have

$$
\tau=\tau_{0}+\frac{H^{\prime}}{\mu} \tau+H^{\prime} \gamma^{\mathrm{p}}-\frac{H^{\prime}}{\mu} \tau_{0},
$$

or

$$
\tau=\tau_{0}+\left(\frac{1}{H^{\prime}}-\frac{1}{\mu}\right)^{-1} \gamma^{\mathrm{p}}
$$

The right-hand side of this equation must coincide with $\tau_{\mathrm{Y}}\left(\bar{\gamma}^{\mathrm{p}}\right)$ defined above. Replacing $\bar{\gamma}^{\mathrm{p}}$ by the integrated quantity $\gamma^{\mathrm{p}}$, we can express the yield function under a linear hardening rule as

$$
\begin{equation*}
\tau_{\mathrm{Y}}\left(\gamma^{\mathrm{p}}\right)=\tau_{0}+H \gamma^{\mathrm{p}}, \quad H \equiv \frac{\partial \tau_{\mathrm{Y}}}{\partial \gamma^{\mathrm{p}}}=\left(\frac{1}{H^{\prime}}-\frac{1}{\mu}\right)^{-1}, \tag{9.15a,b}
\end{equation*}
$$

[^4]where $H$ expresses a degree of the hardening and is called the hardeningn coefficient. This equation is depicted in Fig. 9.10. Therefore, the corresponding yield condition is given by
\[

$$
\begin{equation*}
f(\tau) \equiv|\tau|-\left(\tau_{0}+H \gamma^{\mathrm{p}}\right)=0, \tag{9.16}
\end{equation*}
$$

\]

where $f(\tau)$ is called the yield function. The parameter $H^{\prime}$ has both elastic and plastic influences in the stressstrain relation but is directly measurable in the simple tensile test. For most metal materials, we can approximate as $H \sim H^{\prime}$ because $H^{\prime} \ll \mu$.

A question is how we can determine the newly introduced parameter $\lambda$ in the incremental formulation not by the deformation theory. For simplicity, let $\tau>0$. After the initial yielding, if the state keeps the loading condition, the yield condition of Eq.(9.16) must be satisfied consecutively. Therefore, its change must be zero so that the increment of Eq.(9.16) leads to

$$
\Delta f=\Delta \tau-H \Delta \gamma^{\mathrm{p}}=0
$$

which is called the consistency condition. Substitution of Eq.(9.10b) into the last term of this equation yields

$$
\begin{equation*}
\lambda=\frac{\Delta \tau}{H \tau}=\frac{\Delta \tau \cdot \tau}{H \tau^{2}} \quad \rightarrow \quad \Delta \gamma^{\mathrm{p}}=\frac{\tau \cdot \tau}{H \tau^{2}} \Delta \tau=\frac{\tau \cdot \tau}{H \tau_{\mathrm{Y}}^{2}} \Delta \tau \tag{9.17a,b}
\end{equation*}
$$



Fig. 9.10 Example of yield stress in deformation theory

In loading state as $\tau \cdot \Delta \tau>0$, since $H^{\prime}$ is generally smaller than $\mu$, we have $H>0$. And thus, $\lambda>0$ can be guaranteed. We use a rather redundant expression in Eq.(9.17b) by multiplying $\tau$ to both denominator and numerator in order to make this relation valid independently of the sign of $\tau$. Also, it can be comparable to the expression in three dimensions defined later on. Furthermore, $\tau^{2}$ in the denominator is replaced by $\tau_{\mathrm{Y}}^{2}$ in the last expression using the yield condition of Eq.(9.16).

### 9.1.3 Examples of Elastic Perfectly-Plastic Structural Members

## (1) Truss Members

Since the stress states of the beams are one dimensional, the elastic perfectly-plastic model in this section may be applied to such structural members made of mild steels. Especially, in the admissible stress design scheme, this choice is reasonable because the tensile yield stress is used as the tensile strength. As a typical example, we here employ the problem of a truss explained in the reference [88]. Although the plasticity has been explained basing on the shear resistance in the previous sections, we here consider one-dimensional normal stress states because the trusses are structures to resist only by the axial forces. Moreover, only a monotonic loading will be examined so that the description by the total deformation theory will be used in this section.


Fig. 9.11 Elastic-plastic behavior of three-member truss Namely, the elasticity is specified by $\sigma=E \epsilon$ with the constant Young modulus $E$. Denote the tensile yield stress by $\sigma_{\mathrm{Y}}$ instead of $\tau_{\mathrm{Y}}$, and the yield strain is defined by $\epsilon_{\mathrm{Y}} \equiv \frac{\sigma_{\mathrm{Y}}}{E}$.

When the three members in Fig. 9.11 have the same cross sectional area $A$, the governing equations are
Equilibrium equation: $N_{1}+2 N_{2} \cos \alpha=P$ :
Kinematical consistency condition: $\delta=\frac{\delta_{2}}{\cos \alpha}$ where $\delta_{2}$ is the extension of the diagonal member:
Constitutive law: $N_{1}=E A \frac{\delta}{\ell}$ and $N_{2}=E A \frac{\delta_{2}}{\ell / \cos \alpha}$ in elastic state, and $N_{1}=\sigma_{\mathrm{Y}} A$, and $N_{2}=\sigma_{\mathrm{Y}} A$ after yielding.

While they are in elastic states,

$$
\delta=\frac{P \ell}{E A} \frac{1}{1+2 \cos ^{3} \alpha},
$$

and, we have

$$
N_{1}=\frac{P}{1+2 \cos ^{3} \alpha}>N_{2}=\frac{P \cos ^{2} \alpha}{1+2 \cos ^{3} \alpha} .
$$

Therefore, the vertical member yields first when $\delta=\frac{\ell \sigma_{\mathrm{Y}}}{E}$. After that, we have a relation as

$$
\delta=\frac{\ell}{2 E A \cos ^{3} \alpha}\left(P-\sigma_{\mathrm{Y}} A\right)
$$

The diagonal members become plastic when

$$
P=P_{\mathrm{p}} \equiv P_{\mathrm{Y}}(1+2 \cos \alpha), \quad \delta=\frac{\ell \sigma_{\mathrm{Y}}}{E \cos ^{2} \alpha},
$$

after which $\delta$ becomes indeterminate. The history is shown in Fig. 9.11, where

$$
\bar{P} \equiv \frac{P}{A \sigma_{\mathrm{Y}}}=\frac{P}{P_{\mathrm{Y}}}, \quad \bar{\delta} \equiv \frac{\delta E}{\ell \sigma_{\mathrm{Y}}}=\frac{\delta}{\ell \epsilon_{\mathrm{Y}}},
$$

and $P_{\mathrm{Y}} \equiv A \sigma_{\mathrm{Y}}$ expresses the initial yield axial force. One of the important results from this example is that the ultimate load $P_{\mathrm{p}}$ is independent of the elastic property even in the statically indeterminate structure. This implies that the ultimate loads can be evaluated even by the rigid perfectly-plastic model. Therefore, the limit analysis in Sec. 9.5 may play an important role in the actual ultimate design process.

## (2) Bending Members - Moment-Curvature Relation

In the case of the bending, the beam theory assumes that the axial strain is given by a linear function of the vertical coordinate. Therefore, if it holds until the collapse, the corresponding stress distribution has three types as are shown in Fig. 9.12 for the rectangular cross section. Figure (a) represents the initial yielding state. After the initial yield, only the part in $|z|<z_{\mathrm{Y}}$ of figure (b) is in elastic state. In the ultimate state, the stress reaches the yield stress all over the cross sec-


Fig. 9.12 Bending stress in elastic-plastic state tion in figure (c). In the elastic stage, the relation between the bending moment $M$ and the curvature $\phi$ is given by

$$
M=E I \phi, \quad \sigma_{e}=\frac{M}{W_{e}}, \quad W_{e} \equiv \frac{I}{h / 2},
$$

where $\sigma_{e}$ denotes the stress at the extreme fiber of the section, and $W_{e}$ is the section modulus. When $\sigma_{e}$ becomes the yield stress in figure (a), the corresponding bending moment $M_{\mathrm{Y}}$ is called the yield moment and is evaluated by

$$
\begin{equation*}
M_{\mathrm{Y}} \equiv W_{e} \sigma_{\mathrm{Y}}=E I \phi_{\mathrm{Y}}=\frac{b h^{2}}{6} \sigma_{\mathrm{Y}}, \quad \phi_{\mathrm{Y}} \equiv \frac{2 \sigma_{\mathrm{Y}}}{E h} \tag{9.18a,b}
\end{equation*}
$$

where $\phi_{\mathrm{Y}}$ expresses the curvature at the initial yielding. Then, in the elastic-plastic state of figure (b), we have

$$
M=M_{\mathrm{Y}}\left\{\frac{3}{2}-\frac{1}{2}\left(\frac{\phi_{\mathrm{Y}}}{\phi}\right)^{2}\right\}, \quad z_{\mathrm{Y}}=\frac{\sigma_{\mathrm{Y}}}{E \phi}=\frac{h}{2} \frac{\phi_{\mathrm{Y}}}{\phi} .
$$

Finally, in the ultimate state, the curvature becomes infinity; i.e. $\phi \rightarrow \infty$, and the bending moment becomes

$$
\begin{equation*}
M \rightarrow M_{\mathrm{p}}=\frac{b h^{2}}{4} \sigma_{\mathrm{Y}}=\frac{3}{2} M_{\mathrm{Y}} \tag{9.19}
\end{equation*}
$$

This $M_{\mathrm{p}}$ is called the plastic moment, and again, it is independent of the elastic characteristics.


Fig. 9.13 Three-point bending of simple beam


Fig. 9.14 Elastic-plastic behavior of simple beam

## (3) Bending of Simple Beam

As a simple example, we here examine a simply supported beam subjected to a load at the center in Fig. 9.13. The central section yields first, and the plastic deformation develops in some parts ${ }^{5}$ of each section in the range indexed by $a$ in this figure. When $P>P_{\mathrm{Y}}$, the elastic region of each section in $\frac{\ell-a}{2}<x<\frac{\ell}{2}$ can be estimated as

$$
\begin{equation*}
z_{\mathrm{Y}}=h \sqrt{\frac{3}{4}-\frac{P}{P_{\mathrm{Y}}} \frac{x}{\ell}}, \quad P_{\mathrm{Y}} \equiv \frac{4 M_{\mathrm{Y}}}{\ell}, \quad \frac{a}{\ell}=1-\frac{P_{\mathrm{Y}}}{P} . \tag{9.20a,b,c}
\end{equation*}
$$

The deflection at the center $w(\ell / 2)$ can be evaluated by the integration of the curvature as $w(\ell / 2)=\int_{0}^{\ell / 2} \phi(\eta) \eta \mathrm{d} \eta$ to obtain

$$
\bar{w}=\frac{1}{\bar{P}^{2}}\{5-(\bar{P}+3) \sqrt{3-2 \bar{P}}\}
$$

where

$$
\bar{w} \equiv \frac{w(\ell / 2)}{\delta_{\mathrm{Y}}}, \quad \delta_{\mathrm{Y}} \equiv \frac{M_{\mathrm{Y}} \ell^{2}}{12 E I}, \quad \bar{P} \equiv \frac{P}{P_{\mathrm{Y}}},
$$

and $\delta_{\mathrm{Y}}$ and $P_{\mathrm{Y}}$ express the deflection of the central section and the applied load at the initial yielding respectively. As is clear from the expression inside the square root above, we can have a unique solution only when

$$
\begin{equation*}
P \leq P_{\mathrm{p}} \equiv \frac{3}{2} P_{\mathrm{Y}}=\frac{4 M_{\mathrm{p}}}{\ell} \tag{9.21}
\end{equation*}
$$

At $P=P_{\mathrm{p}}$, we have $z_{0} \equiv z_{\mathrm{y}}(\ell / 2) \rightarrow 0$, i.e. the entire section at the center becomes plastic, and the beam cannot carry any larger load. Since the curvature becomes infinity, the beam is folded at the center; i.e. we consider that there emerged a hinge which is called the plastic hinge. However, it should be noted that the resisting moment is not zero but $M_{\mathrm{p}}$. The corresponding elastic-plastic behavior is summarized in Fig. 9.14.

It is true that the shear stress is also formulated within the beam theory. But, since it becomes significant near the neutral axis, and its magnitude is much smaller than that of the bending stress, the effect of the shear stress is usually neglected even in design processes. By the three-dimensional analysis of a cantilever beam in Fig. 10.49, we will show one numerical result the plastic region of which is similar to that of Fig. 9.13.

## Exercises 9-1

1. Solve the truss and the beam in this section by yourself, and draw Figs. 9.11, 9.13 and 9.14.
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### 9.2 Generalization to 3-D Plasticity

### 9.2.1 Yield Condition - Definitions of States

As the most basic model of plasticity, we start with formulation of the Prandtl-Reuss model. Only a spatially fixed rectangular Cartesian coordinate system is used. First, the total incremental strain is decomposed into the elastic and plastic parts like Eq.(9.8). Let $\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}$ and $\dot{\boldsymbol{\epsilon}}^{\mathrm{e}}$ denote the plastic and elastic parts of the incremental strain respectively, and the total incremental strain can be given by ${ }^{6}$

$$
\begin{equation*}
\dot{\epsilon}_{i j}=\dot{\epsilon}_{i j}^{\mathrm{e}}+\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{2}\left(\dot{u}_{i, j}+\dot{u}_{j, i}\right) \quad \text { or } \quad \mathrm{d} \epsilon_{i j}=\mathrm{d} \epsilon_{i j}^{\mathrm{e}}+\mathrm{d} \epsilon_{i j}^{\mathrm{p}}=\frac{1}{2}\left(\frac{\partial \mathrm{~d} u_{i}}{\partial x_{j}}+\frac{\partial \mathrm{d} u_{j}}{\partial x_{i}}\right) \quad \text { as a total differential expression. } \tag{9.22a,b}
\end{equation*}
$$

Hereafter, we use the superscript dot to define the increment in place of $\Delta$ and differential d . Therefore, $\dot{\boldsymbol{u}}$ is the incremental displacement; i.e.

$$
\dot{\boldsymbol{u}} \sim \Delta \boldsymbol{u} \sim \mathrm{d} \boldsymbol{u}, \quad \dot{\boldsymbol{u}} \equiv \frac{\partial \boldsymbol{u}}{\partial t},
$$

where $t$ denotes a 'monotonically increasing non-dimensional parameter to represent the deformation history,' because the plastic deformation is defined as an irreversible deformation independent of the actual time. As is clear from Eq.(9.22), the total incremental strain is compatible with respect to the incremental displacement just like Eq.(2.16). However, it should be noted that both the elastic part and the plastic part are incompatible. It is quite natural because the plastic deformation is physically related to the dislocations which are local defects inside materials and are gaps as depicted in Fig. 2.43. The corresponding elastic incremental strain is necessary to compensate these gaps in a continuum and thus is also incompatible.

As has been mentioned above in the section of the experimental observations, the metal materials like steels experience no plastic deformation under the hydrostatic pressure. This implies that the plastic characteristics are related to the shear deformation and the shear resistance. Moreover, since the residual deformation is accumulated during the loading history, it is not appropriate to use the deformation or the strain to define the yield condition. Therefore, one of the most proper candidates to describe the yield condition is the deviatoric stress defined by Eq.(2.43). Furthermore, since the yield condition must be independent of the choice of the coordinate system (at least for the isotropic materials), not the components of the deviatoric stress but its principal values or its invariants must be employed. Similarly to the definition of the stress invariants in Eq.(2.36), we can define the invariants of the deviatoric stress by

$$
\begin{equation*}
J_{1} \equiv \sigma_{k k}^{\prime}=0, \quad \bar{\sigma}^{2} \equiv J_{2} \equiv \frac{1}{2} \sigma_{i j}^{\prime} \sigma_{j i}^{\prime}, \quad J_{3} \equiv \operatorname{det}\left(\sigma^{\prime}\right) . \tag{9.23a,b,c}
\end{equation*}
$$

Note that the sign of $J_{2}$ is different from that of the second stress invariant $I_{2}$. Let $s$ denote the principal deviatoric stress, and it must satisfy the following equation;

$$
s^{3}-J_{2} s-J_{3}=0
$$

Solving this cubic equation, we obtain the principal deviatoric stresses as

$$
\begin{equation*}
s_{\mathrm{I}}=2 \sqrt{\frac{J_{2}}{3}} \cos \theta_{s}, \quad s_{\mathrm{II}}=2 \sqrt{\frac{J_{2}}{3}} \cos \left(\theta_{s}-\frac{2 \pi}{3}\right), \quad s_{\mathrm{III}}=2 \sqrt{\frac{J_{2}}{3}} \cos \left(\theta_{s}+\frac{2 \pi}{3}\right) \tag{9.24a,b,c}
\end{equation*}
$$

where $\theta_{s}$ is given by

$$
\begin{equation*}
\cos 3 \theta_{s}=\frac{3 \sqrt{3} J_{3}}{2 J_{2}^{\frac{3}{2}}}, \quad 0 \leq \theta_{s} \leq \frac{\pi}{3} \tag{9.25a,b}
\end{equation*}
$$

and can be related to the Lode angle in Eq.(9.58a) explained later. Note that $s_{\mathrm{I}}+s_{\mathrm{II}}+s_{\mathrm{III}}=0$. We can specify two types of the yield function using these scalar quantities as follows:

- The yielding starts when the maximum principal deviatoric stress reaches some specified level. This corresponds to the Tresca yield condition explained later. However, since the principal deviatoric stresses can be expressed by $J_{2}$ and $J_{3}$ from Eqs.(9.24) and (9.25), this definition can be considered as a special case of the next condition.

[^6]- As the most general expression, the yielding is considered to start when

$$
f\left(J_{2}, J_{3}\right)=0
$$

is satisfied. The simplest one is the Mises yield condition explained below.
The Mises condition is specified by using $J_{2}$ only. We can interpret the expression of the right-hand side of Eq.(9.23b) as one kind of norm in six dimensions extended from the norm in the Euclidian geometry. Then $\bar{\sigma}$ can be considered as a magnitude or a norm of the 6-dimensional deviatoric stress space. For example, in a simple shear state in $x_{1}-x_{2}$ plane, only $\sigma_{12}=\sigma_{21}$ are non-zero, and Eq.(9.23b) results in $\bar{\sigma}=\left|\sigma_{12}\right|$ suggesting that $\bar{\sigma}$ represents the shearing resistance. In this textbook, $\bar{\sigma}$ is called the effective stress. Therefore, the yield condition is defined by

$$
\begin{equation*}
f\left(\bar{\sigma}, \bar{\epsilon}^{\mathrm{p}}\right) \equiv \bar{\sigma}-\tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right) \quad \rightarrow \quad f=0 . \tag{9.26a,b}
\end{equation*}
$$

Explicit forms in terms of the stresses are given in Eqs.(9.53) and (9.54). Elastic state is defined by $f<0$, while the state $f>0$ is inadmissible. This condition is called the Mises yield condition. The function $f$ is the yield function, and $\tau_{\mathrm{Y}}$ is the shearing yield stress. This yield stress $\tau_{\mathrm{Y}}$ is here expressed as a function of a special scalar quantity $\bar{\epsilon}^{\mathrm{p}}$ in order to show that the plastic deformation depends on the loading history. The new quantity $\bar{\epsilon}^{\mathrm{p}}$ is often defined by an expression similar to the effective stress as

$$
\begin{equation*}
\dot{\bar{\epsilon}}^{\mathrm{p}} \equiv \sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{j i}^{\mathrm{p}}}, \quad \text { or } \quad \bar{\epsilon}^{\mathrm{p}} \equiv \int_{\text {history }} \sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{j i}^{\mathrm{p}}} \mathrm{~d} t, \tag{9.27a,b}
\end{equation*}
$$

so that the work with $\dot{\bar{\epsilon}}^{\mathrm{p}}$ done by the effective stress $\bar{\sigma}$ must have a clear physical meaning of the incremental plastic work. This quantity $\bar{\epsilon}^{\mathrm{p}}$ is called the effective plastic strain or the accumulated plastic strain ${ }^{7}$ in this textbook. It should be noted that this effective plastic strain is twice the ordinary shearing component of the strain tensor; i.e. it is the engineering strain which corresponds to $\gamma$ of the one-dimensional case in the previous section. Although the term 'work-hardening' is commonly used to characterize the hardening, the yield stress $\tau_{\mathrm{Y}}$ is here expressed by a function of the effective plastic strain in place of the plastic work.

On the other hand, the uniaxial tensile test is usually employed for the element test of steels in which the normal stress component $\sigma_{11}$ is measured. Then, the effective stress of Eq.(9.23b) becomes $\bar{\sigma}^{2}=$ $1 / 3\left(\sigma_{11}\right)^{2}$, and the corresponding yield condition results in $\left|\sigma_{11}\right|=$ $\sqrt{3} \tau_{\mathrm{Y}}$. From this equation, the tensile yield stress $\sigma_{\mathrm{Y}}$ can be defined by the shearing yield stress as

$$
\begin{equation*}
\sigma_{\mathrm{Y}}=\sqrt{3} \tau_{\mathrm{Y}} \quad(\text { Mises }) .{ }^{8} \tag{9.28}
\end{equation*}
$$

Therefore, in place of Eqs.(9.23b) and (9.26), the yield function is often defined by

$$
\begin{equation*}
f \equiv \widetilde{\sigma}-\sigma_{\mathrm{Y}}\left(\tilde{\epsilon}^{\mathrm{p}}\right), \quad \widetilde{\sigma}^{2} \equiv \frac{3}{2} \sigma_{i j}^{\prime} \sigma_{j i}^{\prime}=3 \bar{\sigma}^{2} \tag{9.29a,b}
\end{equation*}
$$



Fig. 9.15 Yield condition - only the slipsystem B becomes active to start plastic deformation
where $\widetilde{\sigma}$ is also called the effective stress. When this version of the effective stress is used, the accumulated plastic strain in Eq.(9.27b) must be replaced by

$$
\begin{equation*}
\tilde{\epsilon}^{\mathrm{p}} \equiv \int_{\text {history }} \sqrt{\frac{2}{3} \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{j i}^{\mathrm{p}}} \mathrm{~d} t \tag{9.30}
\end{equation*}
$$

in order to have a physically appropriate meaning in the incremental plastic work of Eq.(9.35). This parameter is also called the effective plastic strain. Although $\widetilde{\sigma}$ and $\tilde{\epsilon}^{\mathrm{p}}$ are employed in many references, we here use $\bar{\sigma}$ and $\bar{\epsilon}^{\mathbf{p}}$ in this textbook, because the plasticity is essentially related to the shearing phenomenon.

In the context above, the plastic deformation after the initial yielding may be modeled by an irreversible microscopic sliding inside materials. For example, when there exist three different slip planes in a body as is shown in Fig. 9.15, one particular combination of stress components releases the friction on one particular slip plane ${ }^{9}$

[^7](indexed by B in the figure) along which sliding ${ }^{10}$ is activated. Namely, the choice of the active slip plane depends on the combination of the stress components and the orientation of the plane. Hence, the yield condition must be specified by the stress not by the deformation. As has been explained in Sec. 2.4.5 (2), the direction of the sliding and the increment of the slip motion are governed by the orientation of this slip plane and the combination of the stress components. This property is completely different from the elastic characteristics.

The microscopic mechanism of the sliding is here explained for the facecentered cubic crystal in Fig. 9.16. The left figure shows the structure of atoms, and the slip planes indicated by shading in the right figure are considered to be four close-packed planes on which the sliding is likely to occur or the dislocations can move easily. The directions of sliding on this ABC plane are indexed by the three arrows $\mathrm{AB}, \mathrm{BC}$ and CA (and their opposite directions). Totally, $\pm 3$ directions times 4 planes yield 24 possibilities of sliding. In


Fig. 9.16 Face-centered cubic crystal and sliding planes other words, this microstructure permits sliding only to these directions on these planes. And, at least one sliding becomes active when the stress state satisfies the condition of Eq.(9.26b).

Incidentally, in Sec. 2.4.2(1), the triaxial compression test of Photo 9.1 has been examined to explain that Eq.(2.54) expresses the shearing resistance. Since the macroscopic stress state can be given by

$$
\sigma_{11}=\sigma_{a}, \quad \sigma_{22}=\sigma_{33}=\sigma_{c}
$$

the effective stress is evaluated as

$$
\sigma_{11}^{\prime}=\frac{2}{3}\left(\sigma_{a}-\sigma_{c}\right), \quad \sigma_{22}^{\prime}=\sigma_{33}^{\prime}=-\frac{1}{3}\left(\sigma_{a}-\sigma_{c}\right) \quad \rightarrow \quad \bar{\sigma}=\frac{1}{\sqrt{3}}\left|\sigma_{a}-\sigma_{c}\right|
$$

and this deviator stress $\left(\sigma_{a}-\sigma_{c}\right)$ represents the shearing resistance of the foundation materials. If the elastic strain can be neglected, and if the principal strain increments is measured as

$$
\dot{\epsilon}_{11}^{\mathrm{p}}=\dot{\epsilon}_{a}, \quad \dot{\epsilon}_{22}^{\mathrm{p}}=\dot{\epsilon}_{33}^{\mathrm{p}}=\dot{\epsilon}_{l}
$$



Photo 9.1 Triaxial compression test
the effective plastic strain increment of Eq.(9.27b) becomes

$$
\dot{\bar{\epsilon}}^{\mathrm{p}}=\frac{2}{\sqrt{3}}\left|\dot{\epsilon}_{a}-\dot{\epsilon}_{l}\right|=\frac{1}{\sqrt{3}}\left|3 \dot{\epsilon}_{a}-\dot{\Delta}^{\mathrm{p}}\right|,
$$

where $\dot{\Delta}^{\mathrm{p}}$ is the plastic volumetric strain increment defined by

$$
\dot{\Delta}^{\mathrm{p}} \equiv \dot{\epsilon}_{i i}^{\mathrm{p}}=\dot{\epsilon}_{a}+2 \dot{\epsilon}_{l} .
$$

Namely, the uniaxial compression tests in the soil mechanics and the foundation engineering essentially evaluate the characteristics of the shearing resistance.

### 9.2.2 Flow Rule - Evolution Rule of Deformation

At the stress level where the yield condition is satisfied, there exist two different deformation paths, one of which is the loading path with continuous plastic deformation, and another of which is the unloading path with almost no plastic deformation. Unloading is usually modeled by the Hooke elasticity. On the other hand, since the loading has history-dependence, the incremental strain is often related to the stress. Such approaches are called the flow theory or the incremental theory. Then, the final form of the constitutive laws are described by the relations between the incremental stress and the incremental strain. Such laws are called the flow rules or the evolution rules.

The development of the basic flow rule is described in the famous reference by Hill [29] as

[^8]In 1870, Saint-Venant proposed that
(Principal axis of $\dot{\boldsymbol{\epsilon}}) \|$ (Principal axis of $\boldsymbol{\sigma})$,
as one insight. Then, Lèvy (1871) and Mises (1913) suggested that

$$
\frac{\dot{\epsilon}_{x x}}{\sigma_{x x}^{\prime}}=\frac{\dot{\epsilon}_{y y}}{\sigma_{y y}^{\prime}}=\cdots=\frac{\dot{\epsilon}_{x y}}{\sigma_{x y}^{\prime}}
$$

Basing on these ideas, Prandtl (1924) and Reuss (1930) decomposed the total strain into the elastic and plastic parts, and assumed

$$
\begin{equation*}
\frac{\dot{\epsilon}_{x x}^{\mathrm{p}}}{\sigma_{x x}^{\prime}}=\frac{\dot{\epsilon}_{y y}^{\mathrm{p}}}{\sigma_{y y}^{\prime}}=\cdots \quad=\frac{\dot{\epsilon}_{x y}^{\mathrm{p}}}{\sigma_{x y}^{\prime}}=\text { constant ratio }=\lambda_{\mathrm{PR}} \quad \rightarrow \quad \dot{\epsilon}_{i j}^{\mathrm{p}}=\lambda_{\mathrm{PR}} \sigma_{i j}^{\prime}, \quad \lambda_{\mathrm{PR}} \geq 0, \tag{9.31a,b,c}
\end{equation*}
$$

## which is called the Prandtl-Reuss equation.

Namely, the increment of the residual (plastic) deformation $\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}$ is parallel to the deviatoric stress $\boldsymbol{\sigma}^{\prime}$ not to its increment. Comparing this flow rule of Eq.(9.31b) with the sliding rule of Eq.(9.3) on the frictional floor, the plastic deformation can be interpreted as the shear part because the deviatoric stress is physically the shear resistance. Although Eq. (9.31b) is similar to the constitutive law of viscosity, the symbol $\lambda_{\mathrm{PR}}$ is not a material (viscous) constant but a parameter depending on the stress state and its increment. Actually, substitution of Eq.(9.31b) into Eq.(9.27b) with Eq.(9.23b) results in

$$
\begin{equation*}
\dot{\bar{\epsilon}}^{\mathrm{p}}=\sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{j i}^{\mathrm{p}}}=\lambda_{\mathrm{PR}} \sqrt{2 \sigma_{i j}^{\prime} \sigma_{j i}^{\prime}}=2 \lambda_{\mathrm{PR}} \bar{\sigma} \quad \rightarrow \quad \lambda_{\mathrm{PR}}=\frac{\dot{\bar{\epsilon}}^{\mathrm{p}}}{2 \bar{\sigma}} . \tag{9.32}
\end{equation*}
$$

This is the physical meaning of $\lambda_{\mathrm{PR}}$.
Eq.(9.31b) implies that the plasticity is completely different from the elasticity. Saint-Venant's description above states that the incremental shear strain keeps coaxial with the deviatoric stress not its increment; i.e.

$$
\begin{equation*}
\dot{\Delta}^{\mathrm{p}} \equiv 0, \quad \dot{\boldsymbol{\epsilon}}^{\mathrm{p}} \| \boldsymbol{\sigma}^{\prime} \tag{9.33a,b}
\end{equation*}
$$

(coaxiality), while, from Eqs.(2.44) and (2.45), the elastic strain and its increment are coaxial with the stress and its increment respectively; i.e.

$$
\Delta^{\mathrm{e}} \propto \sigma_{\mathrm{AVE}}, \quad \boldsymbol{\epsilon}^{\mathrm{e} \prime}\left\|\boldsymbol{\sigma}^{\prime} ; \quad \dot{\Delta}^{\mathrm{e}} \propto \dot{\sigma}_{\mathrm{AVE}}, \quad \dot{\boldsymbol{\epsilon}}^{\mathrm{e} \prime}\right\| \dot{\boldsymbol{\sigma}}^{\prime}
$$

where $\Delta^{\mathrm{e}}$ and $\Delta^{\mathrm{p}}$ denote the elastic and plastic parts of the volumetric strain defined by Eq.(2.14) respectively, and $\sigma_{\text {AVE }}$ is the average stress of Eq.(2.42). In other words, both the direction and the magnitude of the incremental elastic strain are directly related the incremental stress, but the direction of the incremental plastic strain is governed by the stress itself while its magnitude is influenced by the stress as well as its increment.

Just like the explanation given for Fig. 9.15, once the yield condition is satisfied on one particular plane, the direction of the plastic slip has been already determined along this plane. Further loading yields the slip ${ }^{11}$ only on the same plane. Therefore, the direction of the incremental deformation is determined by the direction of the slip planes which is governed by the stress state. This is a physical meaning of the flow rule. However, at the same time, the magnitude of the incremental slip is influenced by the incremental stress as is shown in Fig. 9.17, and it will be explicitly expressed by Eq.(9.38a) later on.

Since the metal hardening is often called the work hardening, we here define the rate of plastic work and consider a physical meaning of the coaxiality above. We can define it by a work of the stress with the incremental plastic strain as

$$
\begin{equation*}
\dot{\omega}^{\mathrm{p}} \equiv \sigma_{i j} \dot{\epsilon}_{i j}^{\mathrm{p}} \tag{9.34}
\end{equation*}
$$

[^9]Substituting the flow rule of Eq.(9.31b) into Eq.(9.34), we can express the rate of work in terms of $\bar{\sigma}$ of Eq.(9.23b) or $\widetilde{\sigma}$ of Eq.(9.29b) as

$$
\dot{w}^{\mathrm{p}}=\sigma_{i j} \dot{\epsilon}_{i j}^{\mathrm{p}}=2 \lambda_{\mathrm{PR}} \bar{\sigma}^{2}=\frac{2}{3} \lambda_{\mathrm{PR}} \widetilde{\sigma}^{2} .
$$

On the other hand, the two kinds of the effective plastic strain in Eqs.(9.27b) and (9.30) can be rewritten by using the flow rule in Eq.(9.31b) as

$$
\dot{\bar{\epsilon}}^{\mathrm{p}}=\sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{j i}^{\mathrm{p}}}=\lambda_{\mathrm{PR}} \sqrt{2 \sigma_{i j}^{\prime} \sigma_{j i}^{\prime}}=2 \lambda_{\mathrm{PR}} \bar{\sigma}, \quad \dot{\dot{\epsilon}}^{\mathrm{p}}=\sqrt{\frac{2}{3} \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{j i}^{\mathrm{p}}}=\lambda_{\mathrm{PR}} \sqrt{\frac{2}{3} \sigma_{i j}^{\prime} \sigma_{j i}^{\prime}}=\frac{2}{3} \lambda_{\mathrm{PR}} \widetilde{\sigma} .
$$

Then, substitution of the expressions of $\lambda_{\mathrm{PR}}$ into the two expressions of the rate of work above results in

$$
\begin{equation*}
\dot{w}^{\mathrm{p}}=\sigma_{i j} \dot{\epsilon}_{i j}^{\mathrm{p}}=\bar{\sigma} \dot{\bar{\epsilon}}^{\mathrm{p}}=\widetilde{\sigma} \dot{\tilde{\epsilon}}^{\mathrm{p}}, \tag{9.35}
\end{equation*}
$$

which shows that the inner products of the two corresponding tensors are evaluated by the products of their norms only. This is another expression of the coaxiality; i.e. the directions of the two tensors are the same.

We have shown that $\bar{\sigma}$ in Eq.(9.23b) essentially represents a shear stress, and that $\widetilde{\sigma}$ in Eq.(9.29b) is an uniaxial stress. Similarly, when the plastic state is in pure shear as $\dot{\epsilon}_{12}^{\mathrm{p}}=\dot{\epsilon}_{21}^{\mathrm{p}}=\frac{\dot{\gamma}_{0}}{2}>0, \dot{\bar{\epsilon}}^{\mathrm{p}}$ of Eq.(9.27b) becomes

$$
\dot{\bar{\epsilon}}^{\mathrm{p}}=\sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{j i}^{\mathrm{p}}}=\sqrt{4\left(\dot{\epsilon}_{12}^{\mathrm{p}}\right)^{2}}=\left|\dot{\gamma}_{0}\right|,
$$

which is a component of the engineering shear strain. Also, when $\sigma_{11}=\sigma_{0}$ in a certain plastic state, the flow rule of ( 9.31 b ) yields

$$
\dot{\epsilon}_{11}^{\mathrm{p}}=\frac{2}{3} \lambda_{\mathrm{PR}} \sigma_{0}, \quad \dot{\epsilon}_{22}^{\mathrm{p}}=\dot{\epsilon}_{33}^{\mathrm{p}}=-\frac{1}{3} \lambda_{\mathrm{PR}} \sigma_{0} \quad \rightarrow \quad \dot{\epsilon}_{11}^{\mathrm{p}}=\dot{\epsilon}_{0}>0, \quad \dot{\epsilon}_{22}^{\mathrm{p}}=\dot{\epsilon}_{33}^{\mathrm{p}}=-\frac{1}{2} \dot{\epsilon}_{0} .
$$

Therefore, $\dot{\tilde{\epsilon}}^{p}$ of Eq.(9.30) becomes

$$
\dot{\epsilon}^{\mathrm{p}}=\sqrt{\frac{2}{3} \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{j i}^{\mathrm{p}}}=\sqrt{\frac{2}{3}\left(\frac{3}{2} \dot{\epsilon}_{0}^{2}\right)}=\left|\dot{\epsilon}_{0}\right| .
$$

From these relations, the physical meanings of the two kinds of the effective plastic strain and the rate of plastic work become very clear.

### 9.2.3 Incremental Constitutive Equations

In the loading state undergoing continuous plastic deformation, the yield condition $f=0$ must be kept satisfied. In other words, $f$ does not change during the loading process, and it can be expressed by

$$
\begin{equation*}
\dot{f}=0 \tag{9.36}
\end{equation*}
$$

which is called the consistency condition. When $f$ is given by the Mises criterion of Eq.(9.26a), this condition yields

$$
\dot{f}=\frac{\partial \bar{\sigma}}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} \dot{\epsilon}^{\mathrm{p}}=\frac{\partial \bar{\sigma}}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} \sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{i j}^{\mathrm{p}}}=0 .
$$

Then, substituting Eq.(9.31b) into the last equation, and knowing

$$
\begin{equation*}
\frac{\partial \bar{\sigma}}{\partial \sigma_{i j}}=\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}} \tag{9.37}
\end{equation*}
$$

from Eq.(9.23b), we can rewrite the consistency condition above as

$$
\dot{f}=\frac{\partial \bar{\sigma}}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} \lambda_{\mathrm{PR}} \sqrt{2 \sigma_{i j}^{\prime} \sigma_{i j}^{\prime}}=\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}} \dot{\sigma}_{k l}-\frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} \lambda_{\mathrm{PR}} 2 \bar{\sigma}=0,
$$

from which $\lambda_{\mathrm{PR}}$ can be evaluated by

$$
\begin{equation*}
\lambda_{\mathrm{PR}}=\frac{1}{H} \frac{\sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}} \dot{\sigma}_{k l}, \quad H \equiv \frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}}, \tag{9.38a,b}
\end{equation*}
$$

where $H$ is called the hardening coefficient. Putting this expression back into Eq.(9.31b), the incremental plastic strain can be related to the incremental stress as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}} \dot{\sigma}_{k l} \tag{9.39}
\end{equation*}
$$

This expression formally coincides with Eq.(9.17b) in one-dimensional case. Since the plastic volumetric deformation is zero $\left(\dot{\epsilon}_{k k}^{\mathrm{p}} \equiv 0\right)$ as has been assumed, the plastic deformation has incompressibility.

The loading/unloading conditions have been defined by the sign of $(\tau \cdot \Delta \tau)$ in one dimensional case. In three dimensions, in the case of hardening $H>0$, the loading can be specified by $\lambda_{\mathrm{RR}}>0$ in Eq.(9.38a) or equivalently by $\left(\sigma_{i j}^{\prime} \dot{\sigma}_{i j}>0\right)$. Therefore, we can define the five states as follows:

$$
\begin{array}{rlllll}
\text { elastic (loading): } & \lambda_{\mathrm{PR}}=0 & \text { if } & f<0 & & \\
\text { (elastic) unloading: } & \lambda_{\mathrm{PR}}=0 & \text { if } & f=0 & \text { and } & \sigma_{i j}^{\prime} \dot{\sigma}_{i j}<0 \\
\text { neutral loading: } & \lambda_{\mathrm{PR}}=0 & \text { if } & f=0 & \text { and } & \sigma_{i j}^{\prime} \dot{\sigma}_{i j}=0 \\
\text { (plastic) loading: } & \lambda_{\mathrm{PR}}>0 & \text { if } & f=0 & \text { and } & \sigma_{i j}^{\prime} \dot{\sigma}_{i j}>0 \\
\text { inadmissible: } & f>0 . & & & & \tag{9.40e}
\end{array}
$$

The neutral loading represents a state when the stress state satisfying the yield condition changes without any further plastic deformation. The criterion $\left(\sigma_{i j}^{\prime} \dot{\sigma}_{i j}>0\right)$ of the loading state represents positiveness of an inner product of the two tensors; i.e. the difference of the directions of the deviatoric stress and the incremental stress is less than 90 degrees or possibly the same (explained later). On the other hand, the elastic constitutive law may be obtained from the generalized Hooke's law of Eq. $(2.105 b)$ by replacing the inelastic strain $\boldsymbol{\epsilon}^{*}$ by the plastic strain $\boldsymbol{\epsilon}^{\mathrm{p}}$. But, remembering that the incremental plastic strain $\dot{\epsilon}^{\mathrm{p}}$ is not integrable, and that the deformation theory is an approximate model, we cannot use Eq.(2.105b) directly. This implies that we have to construct a constitutive model in the incremental form using the additive decomposition in Eq.(9.22). Then, taking the increment of Eq.(2.105b), we can specify the incremental Hooke's law as

$$
\begin{equation*}
\dot{\sigma}_{i j}=C_{i j k l}\left(\dot{\epsilon}_{k l}-\dot{\epsilon}_{k l}^{\mathrm{p}}\right)=C_{i j k l} \dot{\epsilon}_{k l}^{\mathrm{e}} . \tag{9.41}
\end{equation*}
$$

Also, the inverse relation is obtained from Eq.(2.59) as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{e}}=D_{i j k l} \dot{\sigma}_{k l}=\frac{1}{2 \mu} \dot{\sigma}_{i j}+\frac{1}{3}\left(\frac{1}{3 K}-\frac{1}{2 \mu}\right) \delta_{i j} \dot{\sigma}_{k k} \tag{9.42}
\end{equation*}
$$

Consequently, substitution of Eqs.(9.39) and (9.42) into Eq.(9.22) results in the elastic-plastic incremental constitutive law as

$$
\begin{equation*}
\dot{\epsilon}_{i j}=\frac{1}{2 \mu} \dot{\sigma}_{i j}+\frac{1}{3}\left(\frac{1}{3 K}-\frac{1}{2 \mu}\right) \delta_{i j} \dot{\sigma}_{k k}+\frac{1}{H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}} \dot{\sigma}_{k l} \tag{9.43}
\end{equation*}
$$

Here, you may ask why the plasticity is modeled in the incremental form. One of the reasons is that there exist different paths like the loading and the unloading at one particular plastic state. But the most important reason is the history-dependency of the plastic deformation. So that the flow rule is not integrable. When the velocities in Eq.(9.39) are replaced by the differentials, the flow rule can be written as

$$
\mathrm{d} \epsilon_{i j}^{\mathrm{p}}=\frac{1}{H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}} \mathrm{~d} \sigma_{k l}
$$

For example, a component $\mathrm{d} \epsilon_{11}^{\mathrm{p}}$ can be expanded as follows

$$
\begin{equation*}
\mathrm{d} \epsilon_{11}^{\mathrm{p}}=F_{1} \mathrm{~d} \sigma_{11}+F_{2} \mathrm{~d} \sigma_{22}+F_{3} \mathrm{~d} \sigma_{33}+F_{4} \mathrm{~d} \sigma_{23}+F_{5} \mathrm{~d} \sigma_{31}+F_{6} \mathrm{~d} \sigma_{12} \tag{a}
\end{equation*}
$$

Then, several tedious steps of manipulation arrive at relations like

$$
\begin{equation*}
\frac{\partial F_{1}}{\partial \sigma_{22}} \neq \frac{\partial F_{2}}{\partial \sigma_{11}}, \quad \frac{\partial F_{2}}{\partial \sigma_{23}} \neq \frac{\partial F_{4}}{\partial \sigma_{22}}, \quad \cdots, \tag{9.44a,b}
\end{equation*}
$$

implying that Eq.(a) above does not have the total differential form and is not integrable. Namely, the plastic strain cannot be explicitly defined while its increment is defined. Thus, the plastic strain can be calculated only numerically by the algebraic sum of sufficiently small increment; i.e.

$$
\begin{equation*}
\boldsymbol{\epsilon}^{\mathrm{p}} \notint_{\text {history }} \mathrm{d} \boldsymbol{\epsilon}^{\mathrm{p}}=\int_{\text {history }} \dot{\boldsymbol{\epsilon}}^{\mathrm{p}} \mathrm{~d} t \quad \Rightarrow \quad \boldsymbol{\epsilon}^{\mathrm{p}} \equiv \sum_{\text {history }} \Delta \boldsymbol{\epsilon}^{\mathrm{p}}=\sum_{\text {history }} \dot{\epsilon}^{\mathrm{p}} . \tag{9.45a,b}
\end{equation*}
$$

Therefore, the relation obtained from formal integration of Eq.(9.22) like

$$
\boldsymbol{\epsilon}=\boldsymbol{\epsilon}^{\mathrm{e}}+\boldsymbol{\epsilon}^{\mathrm{p}}
$$

[inappropriate equation]
cannot hold and is an approximate relation of the deformation theory.

Standard and physical derivation of inverse relation: We also need the inverse relation of Eq.(9.43). First, letting $i$ equal to $j$ in Eq.(9.43), and taking a sum ${ }^{12}$ from 1 to 3, we have

$$
\dot{\epsilon}_{i i}=\frac{1}{2 \mu} \dot{\sigma}_{i i}+\frac{1}{3}\left(\frac{1}{3 K}-\frac{1}{2 \mu}\right) \delta_{i i} \dot{\sigma}_{k k}=\frac{1}{3 K} \dot{\sigma}_{k k},
$$

from which the average incremental stress can be expressed by

$$
\begin{equation*}
\dot{\sigma}_{k k}=3 K \dot{\epsilon}_{k k} . \tag{b}
\end{equation*}
$$

Since the plastic deformation has no volumetric change, this relation includes only the elastic part. Next, multiplying Eq.(9.43) by $\sigma_{i j}^{\prime}$, and taking a sum for $i$ and $j$ from 1 to 3 , we can evaluate the incremental work as

$$
\sigma_{i j}^{\prime} \dot{\epsilon}_{i j}=\frac{1}{2 \mu} \sigma_{i j}^{\prime} \dot{\sigma}_{i j}+\frac{1}{H} \frac{\sigma_{i j}^{\prime} \sigma_{i j}^{\prime}}{4 \bar{\sigma}^{2}} \sigma_{k l}^{\prime} \dot{\sigma}_{k l .} .
$$

Substitution of the definition of $\bar{\sigma}$ into the second term of Eq.(9.23b) leads to

$$
\sigma_{i j}^{\prime} \dot{\epsilon}_{i j}=\frac{1}{2 \mu} \sigma_{i j}^{\prime} \dot{\sigma}_{i j}+\frac{1}{2 H} \sigma_{k l}^{\prime} \dot{\sigma}_{k l}=\frac{\mu+H}{2 \mu H} \sigma_{i j}^{\prime} \dot{\sigma}_{i j},
$$

or

$$
\begin{equation*}
\sigma_{i j}^{\prime} \dot{\sigma}_{i j}=\frac{2 \mu H}{\mu+H} \sigma_{i j}^{\prime} \dot{\epsilon}_{i j} . \tag{c}
\end{equation*}
$$

Substituting Eqs.(b) and (c) back into the right-hand side of Eq.(9.43), we have the incremental stress only in the first term of the right-hand side. Eventually, we arrive at the elastic-plastic incremental constitutive law as

$$
\begin{equation*}
\dot{\sigma}_{i j}=2 \mu \dot{\epsilon}_{i j}+\left(K-\frac{2 \mu}{3}\right) \delta_{i j} \dot{\epsilon}_{k k}-\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}} \dot{\epsilon}_{k l} . \tag{9.46}
\end{equation*}
$$

Using the isotropic elastic tensor $\boldsymbol{C}$ in Eq.(2.56), we can rewrite it as

$$
\begin{equation*}
\dot{\sigma}_{i j}=C_{i j k l} \dot{\epsilon}_{k l}-\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}} \dot{\epsilon}_{k l} . \tag{9.47}
\end{equation*}
$$

As will be explained later on, the term $\frac{\mu H}{\mu+H}$ corresponds to the hardening parameter $H^{\prime}$ including the elastic property in Fig. 9.9. Also, using the elastic compliance in Eq.(2.58), we can rewrite Eq.(9.43) as

$$
\begin{equation*}
\dot{\epsilon}_{i j}=D_{i j k l} \dot{\sigma}_{k l}+\frac{1}{H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}} \dot{\sigma}_{k l} . \tag{9.48}
\end{equation*}
$$

Moreover, we can define the elastic-plastic tangent modulus and the corresponding tangent compliance by

$$
\begin{equation*}
C_{i j k l}^{\mathrm{ep}} \equiv C_{i j k l}-\chi \frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}}, \quad D_{i j k l}^{\mathrm{ep}} \equiv D_{i j k l}+\frac{\chi}{H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}}, \tag{9.49a,b}
\end{equation*}
$$

to express the incremental constitutive laws by

$$
\begin{equation*}
\dot{\sigma}_{i j}=C_{i j k l}^{\mathrm{ep}} \dot{\epsilon}_{k l}, \quad \dot{\epsilon}_{i j}=D_{i j k l}^{\mathrm{ep}} \dot{\sigma}_{k l}, \tag{9.50a,b}
\end{equation*}
$$

where $\chi$ is a switch to distinguish the loading/unloading states as

$$
\chi=\left\{\begin{array}{ll}
0 & \text { for elastic, unloading or neutral loading }  \tag{9.51}\\
1 & \text { for loading }
\end{array} .\right.
$$

[^10]Element tests and hardening coefficient: The hardening coefficient $H$ must be determined by some element tests, among which the standard uniaxial tensile test is the basic one. In the stress state at $\sigma_{11}=\sigma_{0}$, Eq.(9.43) becomes

$$
\dot{\epsilon}_{11}=\frac{1}{E} \dot{\sigma}_{0}+\frac{1}{3 H} \dot{\sigma}_{0}=\frac{1}{E_{\mathrm{t}}} \dot{\sigma}_{0}
$$

where $E$ is Young's modulus, and $E_{\mathrm{t}}$ denotes the tangent modulus of the uniaxial stress-strain curve which can be directly measured by the test. Therefore, we have

$$
\frac{1}{3 H}=\frac{1}{E_{\mathrm{t}}}-\frac{1}{E} \quad \rightarrow \quad 3 H=\frac{E_{\mathrm{t}}}{1-\frac{E_{\mathrm{t}}}{E}}
$$

$3 H$ represents the tangential coefficient of the relation between the tensile stress and the plastic extensional strain, and the number ' 3 ' comes from ' $\sqrt{3}$ ' in $\widetilde{\sigma}$ and $\tilde{\epsilon}^{p}$.

If some proper shear tests are available, the corresponding stress state as $\sigma_{12}=\tau_{0}$ yields

$$
\dot{\gamma}_{12}=2 \dot{\epsilon}_{12}=\frac{1}{\mu} \dot{\tau}_{0}+\frac{1}{H} \dot{\tau}_{0}=\frac{1}{H^{\prime}} \dot{\tau}_{0}
$$

where $H^{\prime}$ is the tangential coefficient between the shear stress and the engineering strain. Hence, we obtain

$$
\frac{1}{H}=\frac{1}{H^{\prime}}-\frac{1}{\mu} \quad \rightarrow \quad H=\frac{H^{\prime}}{1-\frac{H^{\prime}}{\mu}}
$$

which is consistent with the hardening coefficient in Eq.(9.15b) of the deformation theory for one-dimensional case. In general, the hardening has nonlinear characteristics, and such cases are often modeled by the power law explained later in Sec. 9.4.4.

## Exercises 9-2

2. Define an apparent elastic-plastic Poisson's ratio from Eq.(9.49), and discuss about the tangential incompressibility. Hint: Eq.(2.84).

### 9.3 Generalized Elastic-Plastic Constitutive Equations

### 9.3.1 Yield Surface and Normality Rule

## (1) Yield Functions

We here introduce the generalized Prandtl-Reuss constitutive equation using a generalized yield function of the form $f=f\left(J_{2}, J_{3}, \cdots\right)$. The yield condition $f=0$ represents a surface in the 6 dimensional stress space, and thus the surface is sometimes called the yield surface.

Mises yield condition: The Mises yield condition introduced in the previous section can be rewritten by

$$
\begin{equation*}
f=f\left(J_{2}, \text { history }\right)=\sqrt{J_{2}}-\tau_{\mathrm{Y}}(\text { history })=0 \tag{9.52}
\end{equation*}
$$

The second invariant of the deviatoric stress $J_{2}$ can be expressed by the stress components as

$$
\begin{align*}
& J_{2}=\frac{1}{6}\left\{\left(\sigma_{22}-\sigma_{33}\right)^{2}+\left(\sigma_{33}-\sigma_{11}\right)^{2}+\left(\sigma_{11}-\sigma_{22}\right)^{2}\right\} \\
&+\sigma_{23}^{2}+\sigma_{31}^{2}+\sigma_{12}^{2} \tag{9.53}
\end{align*}
$$
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and the yield condition is written in terms of the principal stresses as

$$
\begin{equation*}
f=\sqrt{\frac{1}{6}\left\{\left(\sigma_{\mathrm{II}}-\sigma_{\mathrm{II}}\right)^{2}+\left(\sigma_{\mathrm{II}}-\sigma_{\mathrm{I}}\right)^{2}+\left(\sigma_{\mathrm{I}}-\sigma_{\mathrm{II}}\right)^{2}\right\}}-\tau_{\mathrm{Y}}=0 \tag{9.54}
\end{equation*}
$$

This condition can be represented by a circular cylinder in the principal stress space as is shown in Fig. 9.18. The axis of the cylinder is oriented to a unit vector $\boldsymbol{e}$ along which $\sigma_{\mathrm{I}}=\sigma_{\mathrm{II}}=\sigma_{\mathrm{III}}$ is satisfied (axis of hydrostatic pressure or isotropic stress), because no plastic deformation occurs ${ }^{13}$ under the isotropic stress state. The plane the normal of which is $\boldsymbol{e}$ is called the $\boldsymbol{\pi}$-plane.

Tresca yield condition: Another condition can be specified by a criterion in which yield occurs when the maximum shear stress reaches a certain level. Especially for the single crystal in Fig. 9.16, since the plastic deformation is supposed to develop on some slip planes determined by the crystal structure, this maximum shear stress criterion may be appropriate to use. Moreover,


Fig. 9.19 Mises (elliptical) and Tresca (hexagonal) yield loci because there exist only a small number of such planes, the yield surface may have corners just like in Fig. 10.22. As has been explained about the Mohr circle in Sec. 2.6.3 (3), the maximum shear stress is the largest one of the three ${ }^{1} / 2\left|\sigma_{i}-\sigma_{j}\right|,(i, j=I$, II, III) quantities. This criterion is called the Tresca's yield condition, and, it may be expressed by

$$
\begin{equation*}
f^{*}(\boldsymbol{\sigma}, \text { history }) \equiv\left\{\left(\sigma_{\mathrm{I}}-\sigma_{\mathrm{II}}\right)^{2}-4 \tau_{\mathrm{Y}}^{2}(\text { history })\right\}\left\{\left(\sigma_{\mathrm{II}}-\sigma_{\mathrm{II}}\right)^{2}-4 \tau_{\mathrm{Y}}^{2}(\text { history })\right\}\left\{\left(\sigma_{\mathrm{II}}-\sigma_{\mathrm{I}}\right)^{2}-4 \tau_{\mathrm{Y}}^{2}(\text { history })\right\}=0 \tag{9.55}
\end{equation*}
$$

The corresponding yield locus is not smooth but has corners, and is illustrated by a hexagon in Fig. 9.19. Or, the condition can be expressed in terms of the invariants of the deviatoric stress by

$$
f^{*}\left(J_{2}, J_{3}, \text { history }\right)=4 J_{2}^{3}-27 J_{3}^{2}-36\left(J_{2}\right)^{2} \tau_{\mathrm{Y}}^{2}+96 J_{2}\left(\tau_{\mathrm{Y}}\right)^{4}-64\left(\tau_{\mathrm{Y}}\right)^{6}=0 .
$$

Several other expressions can be found in many references; e.g.

$$
\begin{equation*}
f=\max _{\mathrm{i}, \mathrm{j}=\mathrm{I}, \mathrm{II}, \mathrm{III}}\left(\sigma_{\mathrm{i}}-\sigma_{\mathrm{j}}\right)^{2}-4 \tau_{\mathrm{Y}}^{2} \text { (history) } ; \tag{9.56}
\end{equation*}
$$

or

$$
\begin{equation*}
f=\sqrt{J_{2}} \cos \theta_{\mathrm{L}}-\tau_{\mathrm{Y}}=0 \tag{9.57}
\end{equation*}
$$

[57], where $\theta_{\mathrm{L}}$ is the Lode angle defined by

$$
\begin{equation*}
\theta_{\mathrm{L}} \equiv \frac{1}{3} \sin ^{-1}\left(\frac{-3 \sqrt{3} J_{3}}{2 J_{2}^{\frac{3}{2}}}\right), \quad-\frac{\pi}{6} \leq \theta_{\mathrm{L}} \leq \frac{\pi}{6}, \quad \theta_{\mathrm{L}}=\theta_{s}-\frac{\pi}{6} \tag{9.58a,b,c}
\end{equation*}
$$

and $\theta_{s}$ is defined by Eq.(9.25).
Incidentally, we employed the same shearing yield stress $\tau_{\mathrm{Y}}$ for both models. Namely, the two conditions coincide with each other at two points A and B (pure shear states at $\sigma_{\mathrm{I}}=-\sigma_{\mathrm{III}}= \pm \tau_{\mathrm{Y}}, \sigma_{\mathrm{II}}=0$ ) on the yield loci in the left figure of Fig. 9.19. Hence, from Tresca's condition, the tensile yield stress $\sigma_{\mathrm{Y}}$ is related to the shearing yield stress as

$$
\begin{equation*}
\sigma_{\mathrm{Y}}=2 \tau_{\mathrm{Y}} \quad \text { (Tresca with shearing-yield equivalence), } \tag{9.59}
\end{equation*}
$$

which is different ${ }^{14}$ from Eq.(9.28) of the Mises condition. However, the right figure of Fig. 9.19 is found in almost all the textbooks in which the same tensile yield stress is used for both the models. In this case, the relation between the shearing yield stress and the tensile yield stress coincides with

$$
\begin{equation*}
\sigma_{\mathrm{Y}}=\sqrt{3} \tau_{\mathrm{Y}} \quad \text { (Tresca with tensile-yield equivalence) } \tag{9.28}
\end{equation*}
$$

of the Mises model. Experimental data of metal materials are distributed between the two loci in the right figure and are rather close to the Mises locus [98]. So that the Mises yield condition ${ }^{15}$ is often employed in many researches.

[^11]
## (2) Definition of Stable Plastic Materials

Drucker [15] defined the stable plastic materials by

$$
\begin{equation*}
\int\left(\sigma_{i j}-\sigma_{i j}^{(0)}\right) \dot{\epsilon}_{i j}^{\mathrm{p}} \mathrm{~d} t \geq 0 \tag{9.60}
\end{equation*}
$$

which is called the Drucker's postulate. The integration is carried out along a deformation path with plastic deformation, and $\sigma_{i j}^{(0)}$ denotes the initial stress state of the history. Or, a stronger condition of stability at one particular plastic state can be specified by the integrand of this Eq.(9.60) as positiveness of the instantaneous plastic work during loading steps; i.e.

$$
\begin{equation*}
\left(\sigma_{i j}-\sigma_{i j}^{(0)}\right) \dot{\epsilon}_{i j}^{\mathrm{p}} \geq 0 . \tag{9.61}
\end{equation*}
$$

Intuitively, this condition cannot be satisfied along the paths B and C in Fig. 9.20. For more theoretical explanations, readers must consult with other references; e.g. [29]. Unfortunately, we cannot fully understand such concepts as the principle of maximum plastic work relating to the uniqueness of solutions etc.

## (3) Basic Flow Rule - Normality Rule

The yield condition of the isotropic materials is here generalized to express Eq.(9.26b) by

$$
\begin{equation*}
f \equiv h\left(J_{2}, J_{3}\right)-\tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)=0, \tag{9.62}
\end{equation*}
$$

where the history dependence is explicitly embedded by making the shearing yield stress $\tau_{\mathrm{Y}}$ a function of the effective plastic strain $\bar{\epsilon}^{\mathrm{p}}$. As the most basic examples, $h$ is given by a function of $J_{2}$ and $J_{3}$ only, and some other models will be introduced in Sec. 9.4. Suppose that a deformation path associated with plastic deformation starts from the stress state $\sigma^{(0)}$ to the final stress state $\sigma$ which satisfies the yield condition of Eq.(9.62). Then, the stress difference $\left(\sigma-\sigma^{(0)}\right)$ and the corresponding incremental plastic strain $\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}$ must satisfy the following
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1. the stable criterion in Eq.(9.61) is satisfied:
2. the direction of $\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}$ is uniquely determined by the current stress state $\sigma$ as Eq.(9.31b) indicates.

To this end, we must have the following two restrictions;
restriction 1: the yield surface must be convex:
restriction 2: the incremental plastic strain must be normal to the yield surface.


Fig. 9.21 Normality rule and convexity

Because, otherwise, we have contradictions as follows;

- if the yield surface is concave, as is shown by B in the left figure of Fig. 9.21, the difference of the direction of the incremental plastic strain and the direction of $\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}^{(0)}\right)$ can become more than 90 degrees so that the stable condition of Eq.(9.61) cannot be satisfied;
- if the direction of the incremental plastic strain is not normal to the yield surface, as is shown by B in the right figure of Fig. 9.21, the stable condition of Eq.(9.61) cannot be satisfied, or the direction of the incremental plastic strain must also depend on the incremental stress direction.

The Mises and Tresca yield conditions satisfy the restriction 1. The restriction 2 can be expressed by the flow rule satisfying

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}} \| \frac{\partial f}{\partial \sigma_{i j}} \quad \rightarrow \quad \dot{\epsilon}_{i j}^{\mathrm{p}}=\lambda \frac{\partial f}{\partial \sigma_{i j}}, \quad \lambda \geq 0 \tag{9.63a,b,c}
\end{equation*}
$$

because $\frac{\partial f}{\partial \sigma_{i j}}$ represents an outer normal vector of the yield surface $(f=0)$. This new symbol $\lambda$ corresponds to $\lambda_{\mathrm{PR}}$ in the previous section, but it should be noted that $\lambda$ is non-dimensional although the unit of $\lambda_{\mathrm{PR}}$ is inverse of stress. This condition is called the normality rule. It must be very hard to treat the stress space and the incremental plastic strain space in the same six-dimensional coordinate system, but it may be helpful to recognize the coaxiality of the stress and the incremental plastic strain in Eq.(9.31b).

## (4) Incremental Constitutive Equations

The consistency condition must hold in the loading state undergoing continuous plastic deformation, it is expressed from the yield condition of Eq.(9.62) by

$$
\dot{f}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} \dot{\epsilon}^{\mathrm{p}}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} \sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{i j}^{\mathrm{p}}}=0 .
$$

Substitution of Eq.(9.63b) into the second term results in

$$
\dot{f}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\lambda \frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} \sqrt{2 \frac{\partial f}{\partial \sigma_{i j}} \frac{\partial f}{\partial \sigma_{i j}}}=0
$$

and finally we have

$$
\begin{equation*}
\lambda=\frac{1}{H} \frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}, \quad H \equiv \frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} \sqrt{2 \frac{\partial f}{\partial \sigma_{i j}} \frac{\partial f}{\partial \sigma_{i j}}} \tag{9.64a,b}
\end{equation*}
$$

where $H$ is the hardening coefficient. Putting this relation back into Eq.(9.63b), we obtain the generalized Prandtl-Reuss's equation as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H} \frac{\partial f}{\partial \sigma_{i j}} \frac{\partial f}{\partial \sigma_{k l}} \dot{\sigma}_{k l} . \tag{9.65}
\end{equation*}
$$

When the Mises yield condition is employed, remembering the relation in Eq.(9.37), we can show that Eq.(9.65) coincides with Eq.(9.39). The inverse relation together with the elastic part will be explained in the next section on the plastic potential.

Also, the five states can be defined from Eq.(9.64a) by the inner product of the normal vector on the yield surface and the stress increment vector as

$$
\begin{array}{rll}
\text { elastic: } & \lambda=0 & \text { if } f<0 \\
\text { unloading: } & \lambda=0 & \text { if } f=0 \quad \text { and } \frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}<0 \\
\text { neutral loading: } & \lambda=0 & \text { if } f=0 \quad \text { and } \frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}=0 \\
\text { loading: } & \lambda>0 & \text { if } f=0
\end{array} \text { and } \frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}>0
$$

because, as long as the yield surface is convex, positiveness of the inner product indicates that the incremental stress is to go out of the yield surface. Again, when the Mises condition is employed, we can show equivalence between this Eq.(9.66) and Eq.(9.40) using Eq.(9.37).

### 9.3.2 Introduction of Plastic Potential

## (1) Plastic Potential and Incremental Elastic-Plastic Relation

Referring to the description by Hill [29], we here introduce another concept called the plastic potential. During continuing plastic deformation (plastic loading state), the term $h$ in Eq.(9.62) continues to increase, and at the same time $\tau_{\mathrm{Y}}$ increases to keep $f=0$. Therefore, the loading state can be defined by

$$
\begin{equation*}
\text { loading: } \quad f=0, \quad \dot{f}=0, \quad \dot{h}>0, \quad \dot{\tau}_{\mathrm{Y}}>0 \quad \Rightarrow \quad \dot{\epsilon}^{\mathrm{p}}>0, \quad f=0 \tag{9.67}
\end{equation*}
$$

On the other hand, the neutral loading state can be specified by

$$
\begin{equation*}
\text { neutral loading: } \quad f=0, \quad \dot{f}=0, \quad \dot{h}=0, \quad \dot{\tau}_{\mathrm{Y}}=0 \quad \Rightarrow \quad \dot{\epsilon}^{\mathrm{p}}=0, \quad f=0 . \tag{9.68}
\end{equation*}
$$

Moreover, the unloading condition can be given by

$$
\begin{equation*}
\text { unloading: } \quad f=0, \quad \dot{f}<0, \quad \dot{h}<0, \quad \dot{\tau}_{\mathrm{Y}}=0 \quad \Rightarrow \quad \dot{\epsilon}^{\mathrm{p}}=0, \quad f<0 \tag{9.69}
\end{equation*}
$$

Since the sign of $\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}$ is the same as the sign of $\dot{h}$ in both the loading and the neutral loading states, introducing a new symmetric tensor $\boldsymbol{G}$, we can specify the incremental plastic strain by

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=G_{i j} \dot{h}, \tag{9.70}
\end{equation*}
$$

where $\boldsymbol{G}$ must satisfy

$$
\begin{equation*}
\text { (principal axis of } \boldsymbol{G}) \|(\text { principal axis of } \boldsymbol{\sigma}), \quad G_{k k}=0 \tag{9.71}
\end{equation*}
$$

for the crystalline metals. The first condition reflects the coaxiality of the flow rule, and the second one represents the plastic incompressibility. Introduction of this new tensor $\boldsymbol{G}$ increases freedom of making models of plasticity, because $\boldsymbol{G}$ can be independent of the yield functions $f$ and $h$. As one simple model, we can set

$$
\begin{equation*}
G_{i j}=\frac{1}{H^{\prime}} \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}}, \quad \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{k k}}=0 \tag{9.72a,b}
\end{equation*}
$$

using a new function $g\left(J_{2}, J_{3}\right)$. This function $g$ is called the plastic potential, and $H^{\prime}$ is a kind of the hardening coefficient. Substitution of Eq.(9.72a) into Eq.(9.70) leads to the incremental plastic strain as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H^{\prime}} \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}} \dot{h} . \tag{9.73}
\end{equation*}
$$

Then, the consistency condition becomes

$$
\dot{f}=0=\dot{h}-\frac{\partial \tau_{\mathrm{Y}}}{\partial \epsilon_{i j}^{\mathrm{p}}} \dot{\epsilon}_{i j}^{\mathrm{p}}
$$

Putting Eq.(9.73) into the second term of the right-hand side of this equation, and considering that $\dot{h}$ is kept positive during the loading steps, we can express the hardening coefficient by

$$
\dot{h}=\frac{\partial \tau_{\mathrm{Y}}}{\partial \epsilon_{i j}^{\mathrm{p}}} \frac{1}{H^{\prime}} \frac{\partial g}{\partial \sigma_{i j}} \dot{h} \quad \rightarrow \quad H^{\prime}=\frac{\partial \tau_{\mathrm{Y}}}{\partial \epsilon_{i j}^{\mathrm{p}}} \frac{\partial g}{\partial \sigma_{i j}} .
$$

Replacing $\frac{\dot{h}}{H^{\prime}}$ in Eq.(9.73) by a new symbol $\lambda$, we can write it as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\lambda \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}}, \quad \lambda \geq 0 \tag{9.74a,b}
\end{equation*}
$$

which is considered to be a generalized flow rule. Note that the Drucker's postulate cannot always be satisfied.

## (2) Generalized Incremental Constitutive Equations

Suppose that the yield function is defined by

$$
\begin{equation*}
f\left(J_{2}, J_{3}, \bar{\epsilon}^{\mathrm{p}}\right) \equiv h\left(J_{2}, J_{3}\right)-\tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right) . \tag{9.75}
\end{equation*}
$$

Also, the plastic potential is defined by a function $g\left(J_{2}, J_{3}\right)$ which is not always equal to $h$, and the flow rule is given by Eq.(9.74a). Since the loading condition can be specified by Eq.(9.67), it is expressed by

$$
\dot{h}=\frac{\partial h}{\partial \sigma_{i j}} \dot{\sigma}_{i j}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}>0
$$

Consequently, the loading/unloading states are the same as those in Eq.(9.66) because the neutral loading and the unloading are specified by Eqs.(9.68) and (9.69).

From Eq.(9.75), the consistency condition can be calculated as

$$
\dot{f}=\frac{\partial h}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial \tau_{\mathrm{Y}}}{\partial \bar{\epsilon}^{\mathrm{p}}} \sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{i j}^{\mathrm{p}}}=0
$$

Substituting the flow rule of Eq.(9.74a) into the second term, we have

$$
\begin{equation*}
\dot{f}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial \tau_{\mathrm{Y}}}{\partial \bar{\epsilon}^{\mathrm{p}}} \lambda \sqrt{2 \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}} \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}}}=0 \tag{a}
\end{equation*}
$$

because $\frac{\partial h}{\partial \sigma_{i j}}=\frac{\partial f}{\partial \sigma_{i j}}$. Therefore, if the hardening coefficient $H$ is define in terms of the plastic potential $g$ by

$$
\begin{equation*}
H \equiv \frac{\partial \tau_{\mathrm{Y}}}{\partial \bar{\epsilon}^{\mathrm{p}}} \sqrt{2 \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{m n}} \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{m n}}} \tag{9.76}
\end{equation*}
$$

in place of Eq.(9.64b), we obtain

$$
\begin{equation*}
\lambda=\frac{1}{H} \frac{\partial f}{\partial \sigma_{k l}} \dot{\sigma}_{k l} . \tag{b}
\end{equation*}
$$

Putting this result back into the flow rule of Eq.(9.74a), we can write the incremental plastic strain as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H} \frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}} \frac{\partial f\left(J_{2}, J_{3}\right)}{\partial \sigma_{k l}} \dot{\sigma}_{k l} . \tag{9.77}
\end{equation*}
$$

Introduction of the plastic potential $g$ generalizes the definition of the hardening coefficient $H$ as well as the direction of the incremental plastic strain as is shown in Fig. 9.22.

Substituting the incremental Hooke's law of Eq.(9.42) and Eq.(9.77) into the additive description in Eq.(9.22), we obtain the elastic-plastic tangent constitutive equation as

$$
\begin{equation*}
\dot{\epsilon}_{i j}=\left\{D_{i j k l}+\frac{\chi}{H} \frac{\partial g}{\partial \sigma_{i j}} \frac{\partial f}{\partial \sigma_{k l}}\right\} \dot{\sigma}_{k l} \tag{9.78}
\end{equation*}
$$

Also, the elastic-plastic tangent compliance can be defined by

$$
\begin{equation*}
D_{i j k l}^{\mathrm{ep}}=D_{i j k l}+\frac{\chi}{H} \frac{\partial g}{\partial \sigma_{i j}} \frac{\partial f}{\partial \sigma_{k l}}, \tag{9.79}
\end{equation*}
$$

where $\chi$ is given by Eq.(9.51).
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General derivation of inverse relation: In Sec. 9.2.3, the inverse relation has been derived through some physical consideration. Since it is not so easy for the generalized constitutive equation to apply the similar physical approach, we here employ a general scheme by Simo and Hughes [69]. Substitution of Eq.(9.76) into Eq.(a) yields

$$
\begin{equation*}
\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}=H \lambda \tag{c}
\end{equation*}
$$

On the other hand, substituting the flow rule into the elastic constitutive equation defined by Eq.(9.41), we can express

$$
\begin{equation*}
\dot{\sigma}_{i j}=C_{i j k l}\left(\dot{\epsilon}_{k l}-\lambda \frac{\partial g}{\partial \sigma_{k l}}\right) . \tag{d}
\end{equation*}
$$

From Eqs.(c) and (d), we obtain

$$
\frac{\partial f}{\partial \sigma_{i j}} C_{i j k l} \dot{\epsilon}_{k l}-\lambda \frac{\partial f}{\partial \sigma_{i j}} C_{i j k l} \frac{\partial g}{\partial \sigma_{k l}}=H \lambda,
$$

from which $\lambda$ can be expressed by

$$
\begin{equation*}
\lambda=\frac{1}{\widetilde{H}} \frac{\partial f}{\partial \sigma_{a b}} C_{a b c d} \dot{\epsilon}_{c d}, \quad \widetilde{H} \equiv \frac{\partial f}{\partial \sigma_{m n}} C_{m n p q} \frac{\partial g}{\partial \sigma_{p q}}+H . \tag{9.80a,b}
\end{equation*}
$$

Putting this relation back into $\mathrm{Eq}(d)$, we have

$$
\dot{\sigma}_{i j}=C_{i j k l}\left\{\dot{\epsilon}_{k l}-\chi \frac{\partial g}{\partial \sigma_{k l}} \frac{1}{\widetilde{H}} \frac{\partial f}{\partial \sigma_{a b}} C_{a b c d} \dot{\epsilon}_{c d}\right\},
$$

or eventually

$$
\begin{equation*}
\dot{\sigma}_{i j}=\left\{C_{i j k l}-\frac{\chi}{\widetilde{H}} C_{i j a b} \frac{\partial g}{\partial \sigma_{a b}} \frac{\partial f}{\partial \sigma_{c d}} C_{c d k l}\right\} \dot{\epsilon}_{k l} \tag{9.81}
\end{equation*}
$$

Therefore, the elastic-plastic tangent modulus can be defined by

$$
\begin{equation*}
C_{i j k l}^{\mathrm{ep}}=C_{i j k l}-\frac{\chi}{\widetilde{H}} C_{i j a b} \frac{\partial g}{\partial \sigma_{a b}} \frac{\partial f}{\partial \sigma_{c d}} C_{c d k l} . \tag{9.82}
\end{equation*}
$$

$\boldsymbol{J}_{2}$ flow rule and associated flow rule: The generalized Prandt1-Reuss's Eq.(9.65) is a special case of Eq.(9.77) when

$$
\begin{equation*}
\frac{\partial f\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}}=\frac{\partial h\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}}=\frac{\partial g\left(J_{2}, J_{3}\right)}{\partial \sigma_{i j}}\left(=\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}\right) \quad \text { i.e. } \quad h=g(=\bar{\sigma}) \tag{9.83a,b}
\end{equation*}
$$

The original Prandtl-Reuss's Eq.(9.39) corresponds to the case given in two parentheses in Eq.(9.83). The flow rule specified by $f$ and $g$ satisfying Eq.(9.83) except the terms in two parentheses is called the associated flow rule. Hence, those which do not satisfy Eq.(9.83) are called the non-associated flow rules. Or, more generally, Eq.(9.77) can be expressed by

$$
\dot{\epsilon}_{i j}^{\mathrm{p}}=P_{i j} Q_{k l} \dot{\sigma}_{k l}, \quad \dot{\boldsymbol{\epsilon}}^{\mathrm{p}}=(\boldsymbol{P} \otimes \boldsymbol{Q}): \dot{\boldsymbol{\sigma}} .
$$

These two tensors $\boldsymbol{P}$ and $\boldsymbol{Q}$ are the same for the associated flow rules. The Prandtl-Reuss's Eq.(9.39) employs only $J_{2}$ for $h$ and $g$ and is called the $\boldsymbol{J}_{2}$ flow rule. Also, in such a case, we have

$$
\begin{equation*}
\dot{\bar{\epsilon}}^{\mathrm{p}}=\lambda \frac{1}{\sqrt{J_{2}}} \sqrt{\frac{1}{2} \sigma_{i j}^{\prime} \sigma_{j i}^{\prime}}=\lambda \tag{9.84}
\end{equation*}
$$

and we can recognize that the physical meaning of $\lambda$ is the effective plastic strain increment.

## Exercises 9-3

3. Derive Eq.(9.46) from Eq.(9.43) by the standard physical approach. Next, try the same derivation by the scheme used to obtain Eq.(9.81).

### 9.3.3 Examples and History-Dependence

## (1) Example with 2 stress components

We can easily imagine that many readers get lost in dark forest of many equations and many indices. Possibly because it is difficult to understand the corresponding physical meanings of the models. One of the ways of understanding is to illustrate the deformation paths and the yield loci for typical examples under a simple stress state. To this end, we here employ the basic Prandtl-Reuss's model with only two components of the stress tensor. The governing equations are summarized as follows:

$$
\begin{equation*}
f \equiv \bar{\sigma}-\tau_{\mathrm{Y}}, \quad \bar{\sigma} \equiv \sqrt{J_{2}}, \quad J_{2} \equiv \frac{1}{2} \sigma_{i j}^{\prime} \sigma_{i j}^{\prime}, \quad \tau_{\mathrm{Y}} \equiv \tau_{\mathrm{Y} 0}+H \bar{\epsilon}^{\mathrm{p}}, \quad \dot{\epsilon}^{\mathrm{p}} \equiv \sqrt{2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{i j}^{\mathrm{p}}} \tag{9.85a,b,c,d,e}
\end{equation*}
$$

For the time being, the hardening coefficient $H$ is set at constant. Also, since

$$
\frac{\partial f}{\partial \sigma_{i j}}=\frac{1}{2 \bar{\sigma}} \sigma_{i j}^{\prime}
$$

the loading condition is given by

$$
\begin{equation*}
\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}>0 \quad \rightarrow \quad \frac{1}{2 \bar{\sigma}} \sigma_{i j}^{\prime} \dot{\sigma}_{i j}>0 \tag{9.86}
\end{equation*}
$$

From the flow rule and the consistency condition, we have

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H} \frac{1}{4 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{k l}^{\prime} \dot{\sigma}_{k l} \tag{9.87}
\end{equation*}
$$

Consider a thin-walled cylinder subjected to continuous loads of an axial tension and a torsion, and the stress has only two non-zero components as

$$
\begin{equation*}
\sigma_{11}=\sigma, \quad \sigma_{12}=\tau, \quad \text { other components } \equiv 0 \tag{9.88a,b,c}
\end{equation*}
$$

The elastic parts can be calculated from Eq.(9.42) as

$$
\begin{equation*}
\dot{\epsilon}_{11}^{\mathrm{e}}=\frac{1}{E} \dot{\sigma}, \quad \dot{\epsilon}_{22}^{\mathrm{e}}=-\frac{v}{E} \dot{\sigma}, \quad \dot{\epsilon}_{33}^{\mathrm{e}}=\dot{\epsilon}_{22}^{\mathrm{e}}, \quad \dot{\epsilon}_{12}^{\mathrm{e}}=\frac{1}{2 \mu} \dot{\tau} \tag{9.89a,b,c,d}
\end{equation*}
$$

Since the deviatoric stress components are $\sigma_{12}^{\prime}=\sigma_{21}^{\prime}=\tau$ and

$$
\begin{equation*}
\sigma_{11}^{\prime}=\frac{2}{3} \sigma, \quad \sigma_{22}^{\prime}=-\frac{1}{3} \sigma, \quad \sigma_{33}^{\prime}=\sigma_{22}^{\prime} \tag{9.90a,b,c}
\end{equation*}
$$

the effective stress can be evaluated from Eqs.(9.85b) and (9.85c) by

$$
\begin{equation*}
\bar{\sigma}=\sqrt{\frac{1}{3} \sigma^{2}+\tau^{2}} \tag{9.91}
\end{equation*}
$$

and, from Eq.(9.86), the loading condition is given by

$$
\begin{equation*}
\sigma_{i j}^{\prime} \dot{\sigma}_{i j}=\frac{2}{3} \sigma \dot{\sigma}+2 \tau \dot{\tau} \quad \rightarrow \quad \frac{1}{3} \sigma \dot{\sigma}+\tau \dot{\tau}>0 . \tag{9.92}
\end{equation*}
$$

As far as the loading condition of Eq.(9.92) is satisfied, the flow rule of Eq.(9.87) becomes

$$
\begin{equation*}
\dot{\epsilon}_{11}^{\mathrm{p}}=\frac{\sigma}{3 H\left(\sigma^{2}+3 \tau^{2}\right)}(\sigma \dot{\sigma}+3 \tau \dot{\tau}), \quad \dot{\epsilon}_{22}^{\mathrm{p}}=-\frac{1}{2} \dot{\epsilon}_{11}^{\mathrm{p}}, \quad \dot{\epsilon}_{33}^{\mathrm{p}}=\dot{\epsilon}_{22}^{\mathrm{p}}, \quad \dot{\epsilon}_{12}^{\mathrm{p}}=\frac{\tau}{2 H\left(\sigma^{2}+3 \tau^{2}\right)}(\sigma \dot{\sigma}+3 \tau \dot{\tau}) . \tag{9.93a,b,c,d}
\end{equation*}
$$

Incidentally, by the flow rule, we have a relation as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\lambda_{\mathrm{PR}} \sigma_{i j}^{\prime} \quad \rightarrow \quad \frac{3 \dot{\epsilon}_{11}^{\mathrm{p}}}{2 \sigma}=\frac{\dot{\epsilon}_{12}^{\mathrm{p}}}{\tau} \tag{9.94}
\end{equation*}
$$

which may seem a very peculiar restriction but is an important condition as will be shown later on. During the plastic loading steps, substitution of Eq.(9.93) into Eq.(9.85e) results in

$$
\begin{equation*}
\dot{\bar{\epsilon}}^{\mathrm{p}}=\sqrt{3\left(\dot{\epsilon}_{11}^{\mathrm{p}}\right)^{2}+4\left(\dot{\epsilon}_{12}^{\mathrm{p}}\right)^{2}}=\frac{1}{H \sqrt{1 / 3 \sigma^{2}+\tau^{2}}}\left\{\frac{1}{3} \sigma \dot{\sigma}+\tau \dot{\tau}\right\} . \tag{9.95}
\end{equation*}
$$

Also, from Eq.(9.91), we have $\dot{\bar{\epsilon}}^{\mathrm{p}}=\frac{1}{H} \dot{\bar{\sigma}}$, and we can integrate the equation above to obtain

$$
\begin{equation*}
\bar{\epsilon}^{\mathrm{p}}=\frac{1}{H} \sqrt{\frac{1}{3} \sigma^{2}+\tau^{2}}+\text { const. } \quad \rightarrow \quad \bar{\sigma}=H\left(\bar{\epsilon}^{\mathrm{p}}-\text { const. }\right) \quad \rightarrow \quad \bar{\sigma}=\tau_{\mathrm{y} 0}+H \bar{\epsilon}^{\mathrm{p}}, \tag{9.96}
\end{equation*}
$$

when $H$ is constant. This relation eventually equals to the yield condition of either Eq.(9.85a) or Eq.(9.85d). In special cases when either $\sigma$ or $\tau$ is zero, two relations hold;

$$
\begin{equation*}
\text { in the case of } \tau \equiv 0, \quad 3 H \dot{\epsilon}_{11}^{\mathrm{p}}=\dot{\sigma}, \text { and } \quad \text { in the case of } \sigma \equiv 0, \quad 2 H \dot{\epsilon}_{12}^{\mathrm{p}}=\dot{\tau} \tag{9.97a,b}
\end{equation*}
$$

respectively.
The flow rule of Eq.(9.93) can be explicitly written in the matrix form by

$$
\left\{\begin{array}{c}
3 H \dot{\epsilon}_{11}^{\mathrm{p}}  \tag{9.98a,b}\\
2 H \dot{\epsilon}_{12}^{\mathrm{p}}
\end{array}\right\}=(A)\left\{\begin{array}{c}
\dot{\sigma} \\
\dot{\tau}
\end{array}\right\}, \quad(A) \equiv \frac{1}{\sigma^{2}+3 \tau^{2}}\left(\begin{array}{cc}
\sigma^{2} & 3 \sigma \tau \\
\sigma \tau & 3 \tau^{2}
\end{array}\right) .
$$

Then, if two conditions as

$$
\begin{equation*}
\frac{\partial A_{11}}{\partial \tau}=\frac{\partial A_{12}}{\partial \sigma}, \quad \frac{\partial A_{21}}{\partial \tau}=\frac{\partial A_{22}}{\partial \sigma} \tag{9.99a,b}
\end{equation*}
$$

are satisfied, the flow rule is integrable indicating that the plastic strain can be uniquely determined independently of the deformation history. Actually, since these derivatives are obtained as

$$
\frac{\partial A_{11}}{\partial \tau}=\frac{-6 \sigma^{2} \tau}{\left(\sigma^{2}+3 \tau^{2}\right)^{2}}, \quad \frac{\partial A_{12}}{\partial \sigma}=\frac{3 \tau\left(3 \tau^{2}-\sigma^{2}\right)}{\left(\sigma^{2}+3 \tau^{2}\right)^{2}}, \quad \frac{\partial A_{21}}{\partial \tau}=\frac{\sigma\left(\sigma^{2}-3 \tau^{2}\right)}{\left(\sigma^{2}+3 \tau^{2}\right)^{2}}, \quad \frac{\partial A_{22}}{\partial \sigma}=\frac{-6 \sigma \tau^{2}}{\left(\sigma^{2}+3 \tau^{2}\right)^{2}}
$$

Eq.(9.99) is not satisfied. This equation is an example of the condition of Eq.(9.44). Therefore, the plastic deformation is history dependent [48], and it is true even in the proportional loading as $\sigma / \tau=$ constant.

## (2) Consecutive Loading Phase

During the continuing plastic deformation path, let us try to evaluate the inverse relation of the flow rule of $\mathrm{Eq}(9.98)$. Since the matrix $(A)$ is singular, we need to use the Alternative Theorem explained at p.195. First, because the following adjoint homogeneous equation has a solution as

$$
(A)^{\mathrm{T}}\{w\}=\{0\} \quad \rightarrow \quad\{w\}=\left\{\begin{array}{c}
\tau \\
-\sigma
\end{array}\right\},
$$

the consistency condition to have a (non-unique) solution becomes

$$
\left\{\begin{array}{l}
3 H \dot{\epsilon}_{11}^{\mathrm{p}} \\
2 H \dot{\epsilon}_{12}^{\mathrm{p}}
\end{array}\right\}^{\mathrm{T}}\{w\}=0 \quad \rightarrow \quad 3 \dot{\epsilon}_{11}^{\mathrm{p}} \tau-2 \dot{\epsilon}_{12}^{\mathrm{p}} \sigma=0 \quad \rightarrow \quad \frac{3 \dot{\epsilon}_{11}^{\mathrm{p}}}{2 \sigma}=\frac{\dot{\epsilon}_{12}^{\mathrm{p}}}{\tau}
$$

which coincides with the restriction Eq.(9.94). Therefore, we can have a non-unique solution. The homogeneous solution can be obtained as

$$
(A)\{v\}=\{0\} \quad \rightarrow \quad\{v\}=\left\{\begin{array}{c}
3 \tau \\
-\sigma
\end{array}\right\}
$$

Also, the particular solution can be expressed by the solution in one-dimensions of Eq.(9.97); i.e.

$$
\{\text { particular solution }\}=\left\{\begin{array}{c}
3 H \dot{\epsilon}_{11}^{\mathrm{p}} \\
2 H \dot{\epsilon}_{12}^{\mathrm{p}}
\end{array}\right\} .
$$

Finally, a general solution can be obtained as

$$
\left\{\begin{array}{c}
\dot{\sigma}  \tag{9.100}\\
\dot{\tau}
\end{array}\right\}=\left\{\begin{array}{c}
3 H \dot{\epsilon}_{11}^{\mathrm{p}} \\
2 H \dot{\epsilon}_{12}^{\mathrm{p}}
\end{array}\right\}+c\left\{\begin{array}{c}
3 \tau \\
-\sigma
\end{array}\right\}
$$

where $c$ is an arbitrary parameter. From Eq.(9.92), we can show that the homogeneous solution with $c$ satisfies the neutral loading condition as $\left(\partial f / \partial \sigma_{i j} \dot{\sigma}_{i j}=0\right)$. Therefore, the solution of Eq.(9.100) can be interpreted as
$($ stress increment $)=($ part normal to the yield surface $)+($ part tangential to the yield surface $)$.

## (3) Power Laws of Hardening

One of the non-constant hardening laws can be defined by Eq.(9.147); i.e.

$$
\begin{equation*}
\bar{\sigma}=\tau_{\mathrm{Y} 0}+h\left(\bar{\epsilon}^{\mathrm{p}}\right)^{m} \quad \text { or } \quad H=m h\left(\bar{\epsilon}^{\mathrm{p}}\right)^{m-1} \tag{9.101a,b}
\end{equation*}
$$

which is called the power law. Even in this case, the effective plastic strain increment of Eq.(9.95) is integrable to obtain Eq.(9.101) above. Also, the plastic strain increment of Eq.(9.93) is not integrable, and the plastic deformation is generally history dependent.

However, under the pure shear as a special case, the strain increment can be integrated to obtain

$$
\begin{equation*}
2 \epsilon_{12}=\frac{\tau}{\mu}+\left(\frac{\tau-\tau_{\mathrm{Y} 0}}{h}\right)^{1 / m} \tag{9.102}
\end{equation*}
$$



Fig. 9.23 Simple shear (power law hardening)
as is shown in Fig. 9.23. Several numerical results will be shown in Fig. 9.39, where some other definitions of $h$ are used, and the abscissa is the effective plastic strain.

## (4) Numerical Results along Complex Loading Paths

We here show a typical result of the history dependence by applying three different loading patterns toward the same target state. Referring to steel materials, we set the material parameters as $E=200 \mathrm{GN} / \mathrm{m}^{2}, v=0.3$, $H=E / 1000$ and $\tau_{\mathrm{y} 0}=300 \mathrm{MN} / \mathrm{m}^{2}$. Fig. 9.24 shows the three patterns of loading. In all the cases, the proportional


Fig. 9.24 Loading patterns

Table 9.1 Stresses at initial yielding and target stages ( $\mathrm{MN} / \mathrm{m}^{2}$ )

| $\alpha$ | $\sigma_{\text {start }}$ | $\tau_{\text {start }}$ | $\sigma_{\text {final }}$ | $\tau_{\text {final }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $1 / \sqrt{3}$ | 367 | 212 | 433 | 250 |
| $1 /(10 \sqrt{3})$ | 517 | 29.9 | 589 | 34.0 |
| $10 / \sqrt{3}$ | 51.7 | 299 | 64.1 | 370 |

Table 9.2 Comparison of strains at final stage (\%) of each loading paths

| $\alpha$ | strain components | prop-ortional | t2s: torsion-to-stretch | s2t: stretch-to-torsion |
| :---: | :---: | :---: | :---: | :---: |
| $1 / \sqrt{3}$ | $\epsilon_{11}$ | 11.148 | $10.688(-4.1 \%:-1.7 \%)$ | $11.584(3.9 \%: 1.6 \%)$ |
|  | $\epsilon_{12}$ | 9.6295 | $10.007(3.9 \%: 1.4 \%)$ | $9.2310(-4.1 \%:-1.5 \%)$ |
|  | $\bar{\epsilon}^{\mathrm{p}}$ | 26.777 | 26.777 | 26.777 |
| $1 /(10 \sqrt{3})$ | $\epsilon_{11}$ | 12.271 | $12.263(-0.065 \%:-0.038 \%)$ | $12.278(0.057 \%: 0.034 \%)$ |
|  | $\epsilon_{12}$ | 1.0593 | $1.1275(6.4 \%: 0.33 \%)$ | $0.99390(-6.2 \%:-0.31 \%)$ |
|  | $\bar{\epsilon}^{\mathrm{p}}$ | 20.848 | 20.848 | 20.848 |
| $10 / \sqrt{3}$ | $\epsilon_{11}$ | 2.0957 | $1.8840(-10 \%:-0.59 \%)$ | $2.3226(11 \%: 0.63 \%)$ |
|  | $\epsilon_{12}$ | 18.113 | $18.130(0.094 \%: 0.047 \%)$ | $18.092(-0.11 \%:-0.058 \%)$ |
|  | $\bar{\epsilon}^{\mathrm{p}}$ | 35.923 | 35.923 | 35.923 |

Table 9.3 Strains at final stage (\%) of each loading paths with high yield stress and high hardening parameter

| $\alpha$ | strain component | prop | t 2 s | s 2 t |
| :---: | :---: | :---: | :---: | :---: |
| $1 / \sqrt{3}$ | $\epsilon_{11}$ | 1.1698 | $1.1389(-2.6 \%:-1.5 \%)$ | $1.1992(2.5 \%: 1.5 \%)$ |
|  | $\epsilon_{12}$ | 0.97208 | $0.99752(2.6 \%: 1.3 \%)$ | $0.94536(-2.7 \%:-1.3 \%)$ |
|  | $\bar{\epsilon}^{\mathrm{p}}$ | 1.9957 | 1.9957 | 1.9957 |

loading with $\tau=\alpha \sigma$ is applied up to the initial yield state. As for the proportional coefficient, $\alpha=1 / \sqrt{3}$ is chosen to have almost the same order of magnitude for both $\sigma$ and $\tau$, while two different values in Table 9.1 are used for the purpose of comparison. In the proportional loading (prop) case after the initial yield, the chosen $\alpha$ is kept until the final stress state at $\left(\sigma_{\text {final }}, \tau_{\text {final }}\right)$. In the case when stretch precedes torsion ( s 2 t : stretch-to-torsion), before $\tau$ is applied, only $\sigma$ is applied after the initial yield state at $\left(\sigma_{\text {start }}, \tau_{\text {start }}\right)$ to the target state $\sigma_{\text {final }}$. On the other hand, in the case when torsion precedes stretch (t2s: torsion-to-stretch), $\tau$ is applied to its target $\tau_{\text {final }}$ before applying $\sigma$. The stress levels at the initial yield and the final (target) stage are shown in Table 9.1 for each $\alpha$.

The number of the loading steps $N$ after the initial yield is set at $N=10000$ ( $N=20000$ for 't 2 s ' and 's 2 t '). The total strains and the effective plastic strains at the final stage are enumerated in Table 9.2. The effective plastic strains reaches the same value at the final stage, because its increment can be integrable as has been shown in Eq.(9.96), but the total strains show clear history dependence. The value before colon in each parenthesis shows the relative difference with respect to each component of the proportional case, and the one after colon indicates the difference with respect to the effective plastic strain. In order to exaggerate the differences, calculations have been carried out up to unrealistic $10 \%$ strain levels. The differences with respect to the effective plastic strain are about $1.4 \sim 1.7 \%$ when $\alpha=1 / \sqrt{3}$, while they are small when $\alpha=1 /(10 \sqrt{3})$ or $\alpha=10 / \sqrt{3}$. Therefore, the history dependence becomes significant in large levels of multiple stress states.

As a more realistic example, the material parameters are set at $H=E_{50}$ and $\tau_{\mathrm{y} 0}=500 \mathrm{MN} / \mathrm{m}^{2}$. Table 9.3 shows one result when $\alpha=1 / \sqrt{3}$. In this case, the stress at the initial yield state is given by $\left(\sigma_{\text {start }}, \tau_{\text {start }}\right)=(612,354)$, and the final stage is specified by about $2 \%$ level of the effective plastic strain. Then the stress level at the target stage is specified by $\left(\sigma_{\text {final }}, \tau_{\text {final }}\right)=(710,410)$. The order of magnitude representing the history dependence with respect to the effective plastic strain becomes about $1.3 \sim 1.5 \%$, although the final strain level is much smaller ( $2 \%$ ) than that ( $27 \%$ ) of the previous example.

## (5) Numerical Results without Consistency Condition

Some readers may think that the consistency condition is an approximation, because it seems to linearize the yield condition in its derivation. We here solve an example without using the consistency condition, and the results with history dependence are compared with those using the condition. The steps of manipulation are given in our Japanese edition. In this section, instead of applying the stress, the strain is specified.

The final strain when $\alpha=1 / \sqrt{3}$ in the previous example is chosen as the target strain. Hence, the strain at the initial yield state in the second row of Table 9.4 is the same as that in the case of $\alpha=1 / \sqrt{3}$ of the previous example, and the target strains are set at the values in the second and third rows of the third column of Table 9.2. Also, the strains $\boldsymbol{\epsilon}_{\text {switching }}$ in this table show the values at the switching stage of the two loading patterns as ' t 2 s ' and ' s 2 t '.

Table 9.4 Comparisons of stress states $\left(\mathrm{MN} / \mathrm{m}^{2}\right)$ with or without consistency condition

|  | prop | t2s | s2t |
| :---: | :---: | :---: | :---: |
| $\left(\epsilon_{11}, \epsilon_{12}\right)_{\text {start }}(\%)$ | $(0.18371,0.13789)$ |  |  |
| $\left(\epsilon_{11}, \epsilon_{12}\right)_{\text {switching }}(\%)$ | - | $(5.6235,5.2930)$ | $(6.1407,4.8489)$ |
| $\left(\epsilon_{11}, \epsilon_{12}\right)_{\text {final }}(\%)$ | $(11.148,9.6295)$ |  |  |
| w/o consistency cond. $(\sigma, \tau)$ | $(433.01,250.00)$ | $(453.71,237.53)$ | $(411.41,261.96)$ |
| difference from [prop] case $(\%)$ | - | $(4.8,-5.0)$ | $(-5.0,4.8)$ |
| $\bar{\epsilon}_{\text {final }}^{\mathrm{p}}(\%)$ | 26.78 | 26.80 | 26.81 |
| incremental analysis with $N=100$ | $(433.01,250.00)$ | $(454.04,237.75)$ | $(411.76,262.18)$ |
| incremental analysis with $N=1000$ | $(433.01,250.00)$ | $(453.74,237.55)$ | $(411.44,261.98)$ |
| incremental analysis with $N=10000$ | $(433.01,250.00)$ | $(453.72,237.53)$ | $(411.41,261.96)$ |



Fig. 9.25 Results without consistency condition (linear hardening)


Fig. 9.26 Expansion of yield surface and stress paths

Consequently, no unloading will occur. Lower three rows of this table show the results by the ordinary incremental analysis using the consistency condition. Since the constant hardening is employed, the results of the proportional loading coincide with those by the incremental analysis with $N=100$ shown in the eighth row of the table. The magnitude of difference representing the history dependence becomes about $5 \%$ and is almost the same as that of the previous example in Table 9.2. The differences in the effective plastic strains at the final state are not so large and are considered to be caused by some numerical errors. The corresponding stress-strain relations are shown in Fig. 9.25, and the stress paths are also depicted in Fig. 9.26. Although the softenings seem to occur at the switching stage in the former figure, the latter figure ensures that the paths are always to the loading directions.

On the other hand, the precision of four-digit is obtained in the incremental analyses even when $N=100$, where the incremental strain is set at somewhat large value as $1000 \mu$. However, when $N=10$ is chosen, the numerical calculations sometimes become unstable together with the softening responses. Since the small steps of loading cannot be avoidable for the history dependent plastic constitutive models, the incremental analysis with the consistency condition leads to the satisfactory precision as far as each strain step is kept smaller than $1000 \mu$. Furthermore, we can conclude that no iterative scheme is necessary, and that the nonlinear terms are not necessarily taken into account at each incremental step.

## (6) Numerical Results with Power-Law Hardening

Employing the power-law model in Eq.(9.101a), we set $h=500 \mathrm{MN} / \mathrm{m}^{2}, m=0.17$ and $\tau_{\mathrm{y} 0}=400 \mathrm{MN} / \mathrm{m}^{2}$. The target state is set at about $1 \%$ of the effective plastic strain to obtain the stress levels of the initial yielding state and the final state as are in Table 9.5. First, we use the ordinary incremental analysis with the consistency condition.

Table 9.6 shows the results at the final state. The relative errors when $N=10^{3}$ in the third column become larger than $5 \%$, but they become much smaller when $N=10^{4}$. In the stress-strain relation of Fig. 9.27, three black circles indicate the final states in the case of the proportional loading with $N=10^{3}, N=10^{4}$ and $N=10^{8}$. The thin dot-dashed curve for $N=10^{3}$ deviates to some extent from the thick dot-dashed curve with $N=10^{8}$, but the curves for $N=10^{4}$ and $N=10^{8}$

Table 9.5 Stress levels at initial yield and final stages (MN/m²)

| $\alpha$ | $\sigma_{\text {start }}$ | $\tau_{\text {start }}$ | $\sigma_{\text {final }}$ | $\tau_{\text {final }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $1 / \sqrt{3}$ | 489.9 | 282.8 | 779.4 | 450.0 |
| $1 /(10 \sqrt{3})$ | 689.4 | 39.80 | 1091 | 63.00 |
| $10 / \sqrt{3}$ | 68.94 | 398.1 | 109.1 | 630.0 | almost overlap. The incremental stress step when $N=10^{4}$ is about $30 \mathrm{kN} / \mathrm{m}^{2}$ in this particular example, but this value is much smaller than that for the constant hardening case.

Table 9.6 Final levels of strain components (\%): relative errors in parentheses are evaluated from values in [prop] with $N=10^{8}$

| pattern | strain component | $N=10^{3}$ | $10^{4}$ | $10^{5}$ | $10^{6}$ | $10^{7}$ | $10^{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| prop | $\epsilon_{11}$ | $.78875(-11 \%)$ | .87537 | .88629 | .88754 | .88768 | 0.88770 |
|  | $\epsilon_{12}$ | $.63808(-12 \%)$ | .71309 | .72255 | .72364 | .72376 | 0.72377 |
|  | $\bar{\epsilon}^{\mathrm{p}}$ | $.97744(-2.0 \%)$ | 1.1896 | 1.2164 | 1.2194 | 1.2198 | 1.2198 |
| t 2 s | $\epsilon_{11}$ | $.80450(-6.0 \%)$ | .84950 | .85487 | .85548 | .85555 | $0.85556[-3.6 \%]$ |
|  | $\epsilon_{12}$ | $.69787(-6.8 \%)$ | .74264 | .74800 | .74860 | .74867 | $0.74868[3.4 \%]$ |
|  | $\bar{\epsilon}^{\mathrm{p}}$ | $1.0849(-11 \%)$ | 1.2038 | 1.2180 | 1.2196 | 1.2198 | 1.2198 |
| s 2 t | $\epsilon_{11}$ | $.85780(-6.4 \%)$ | .90949 | .91567 | .91637 | .91645 | $0.91646[3.2 \%]$ |
|  | $\epsilon_{12}$ | $.65172(-6.4 \%)$ | .69069 | .69534 | .69587 | .69593 | $0.69593[-3.8 \%]$ |
|  | $\bar{\epsilon}^{\mathrm{p}}$ | $1.0849(-11 \%)$ | 1.2038 | 1.2180 | 1.2196 | 1.2198 | 1.2198 |

The order of magnitude of the history dependence can be quantified by the relative errors in the brackets of the right-most column of Table 9.6, and they are about $3 \%$. The corresponding stress-strain histories are also plotted in Fig. 9.27, where the solid curve toward $\square$ shows the result of the case 't2s', and the dashed curve toward $\bigcirc$ is the one for ' s 2 t '. Quantitatively similar results are obtained when $\alpha=1 /(10 \sqrt{3})$ and $10 / \sqrt{3}$.

Lastly, we carry out the simulations with the applied strain specified but without the consistency condition. The steps of analysis are given in our Japanese edition. The initial yield state and the final state is calculated from the results of the previous example in Table 9.6. The switching states are also determined similarly. These values of the strains are shown in the upper three rows in Table 9.7. Although the number of incremental steps $N$ must be set to some extent larger than that in the case of constant hardening, the results in Table 9.7 show that the iterative calculation at each step improves the precision in comparison with the ordinary incremental analysis with the consistency condition. But, at the same time, the results shown in the lower four rows indicate that such iterative scheme is not always necessary. The stress-strain relations and the stress paths with the yield condition are depicted in Figs. 9.28 and 9.29. The loading condition is always satisfied in the numerical calculation, and it is also clear from the stress paths in Fig. 9.29. Just for the purpose of comparison, calculation with $N=100$ has been carried out to obtain a thin curve in Fig. 9.28, and we can conclude that the results have satisfactory precision from the engineering point of view. Incidentally, the simple incremental results with $N=10^{3}$ and that for $N=10^{8}$ completely overlap in this scale of figure. The incremental strain used for $N=10^{3}$ is about $10 \mu$ which is one hundredth of that of the case of constant hardening. Because, much smaller increment is necessary for the power-law models in order to handle its nonlinearity properly.


Fig. 9.27 History dependence of responses (incremental analysis)

Table 9.7 Stresses $\left(\mathrm{MN} / \mathrm{m}^{2}\right)$ evaluated without consistency condition

|  | prop | t 2 s | s 2 t |
| :---: | :---: | :---: | :---: |
| $\left(\epsilon_{11}, \epsilon_{12}\right)_{\text {start }}(\%)$ | $(0.24495,0.18385)$ |  |  |
| $\left(\epsilon_{11}, \epsilon_{12}\right)_{\text {switching }}(\%)$ | - | $(0.25731,0.30864)$ | $(0.40834,0.19455)$ |
| $\left(\epsilon_{11}, \epsilon_{12}\right)_{\text {final }}(\%)$ |  | $(0.88770,0.72377)$ |  |
| $(\sigma, \tau) N=10^{2}$ w/o consistency cond. | $(783.07,447.87)$ | $(824.39,422.58)$ | $(734.86,474.75)$ |
| $(\sigma, \tau) N=10^{3}$ w/o consistency cond. | $(783.02,447.90)$ | $(823.85,422.93)$ | $(735.43,474.45)$ |
| $(\sigma, \tau) N=10^{4}$ w/o consistency cond. | $(783.02,447.90)$ | $(823.80,422.96)$ | $(735.48,474.42)$ |
| $(\sigma, \tau) N=10^{5}$ w/o consistency cond. | $(783.02,447.90)$ | $(823.79,422.97)$ | $(735.49,474.41)$ |
| difference from [prop] cases $(\%)$ | - | $(5.21,-5.57)$ | $(-6.07,5.92)$ |
| $\bar{\epsilon}_{\text {final }}^{\mathrm{p}}(\%)$ | 1.2196 | 1.2225 | 1.2289 |
| incremental analysis $N=10^{2}$ | $(789.05,451.94)$ | $(826.82,424.79)$ | $(738.29,476.43)$ |
| incremental analysis $N=10^{3}$ | $(783.62,448.31)$ | $(824.09,423.15)$ | $(735.77,474.61)$ |
| incremental analysis $N=10^{4}$ | $(783.08,447.95)$ | $(823.82,422.98)$ | $(735.52,474.43)$ |
| incremental analysis $N=10^{5}$ | $(783.02,447.91)$ | $(823.79,422.97)$ | $(735.49,474.41)$ |



Fig. 9.28 Without consistency condition (power-law hardening)


Fig. 9.29 Expansion of yield surface and history dependence

### 9.3.4 Motion of Dislocations and Prandtl-Reuss Model

An interesting description about a relation between the mathematical dislocation and the plasticity can be found in the book by Mura [56]. Suppose that the dislocation with its Burgers vector $\boldsymbol{b}$ extends to the $\boldsymbol{v}$ direction. When the velocity of this dislocation subjected to applied forces is denoted by $\boldsymbol{V}$, the plastic velocity gradient can be written as

$$
\begin{equation*}
\dot{\beta}_{i j}^{\mathrm{p}}=-\rho \boldsymbol{e}_{j n h} V_{n} v_{h} b_{i} \quad \text { or } \quad \dot{\boldsymbol{\beta}}^{\mathrm{p}}=-\rho(\boldsymbol{V} \times \boldsymbol{v}) \boldsymbol{b} \tag{a}
\end{equation*}
$$

where $e_{j n h}$ is the permutation symbol defined by Eq.(2.27). The surface dislocation density is then defined by

$$
\alpha_{h i} \equiv \rho v_{h} b_{i} .
$$



Fig. 9.30 Motion of dislocations and plasticity

Fig. 9.30 shows an example that the dislocation line of a dislocation with $\left.\boldsymbol{b} \equiv \begin{array}{lll}b_{1} & 0 & 0\end{array}\right]^{\mathrm{T}}$ extends only to the $x_{3}-$ direction; i.e. $\boldsymbol{v} \equiv\left\lfloor\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\mathrm{T}}$. Then, the action of the velocity $\left.\boldsymbol{V} \equiv \begin{array}{lll}V_{1} & 0 & 0\end{array}\right]^{\mathrm{T}}$ results in only one non-zero component of the velocity gradient $\dot{\beta}_{12}^{\mathrm{p}}=\rho V_{1} b_{1}$. Then the incremental plastic strain can be evaluated by the symmetric part of the velocity gradient as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{2}\left(\dot{\beta}_{i j}^{\mathrm{p}}+\dot{\beta}_{j i}^{\mathrm{p}}\right) \tag{b}
\end{equation*}
$$

In the plastic loading state, the rate of plastic work and the plastic volumetric strain increment must satisfy

$$
\dot{w}^{\mathrm{p}}=\sigma_{i j} \dot{\epsilon}_{i j}^{\mathrm{p}}=-\sigma_{i j} e_{j n h} V_{n} \alpha_{h i}>0, \quad \dot{\epsilon}_{i i}^{\mathrm{p}}=-e_{i n h} V_{n} \alpha_{h i}=0
$$

from Eqs. (a) and (b). Mura found that both of these relations hold only when

$$
\begin{equation*}
V_{n} \alpha_{h i}=\mu^{*} g_{n h i}, \quad g_{n h i} \equiv-\frac{1}{2} e_{n h j} \sigma_{j i}^{\prime}, \quad \mu^{*}>0, \tag{c}
\end{equation*}
$$

where $\boldsymbol{g}$ is considered to represent some force acting on the dislocation line. If you substitute Eq. (c) into two equations above, you can easily show

$$
\dot{w}^{\mathrm{p}}=\frac{1}{2} \mu^{*} e_{n h j} e_{n h k} \sigma_{i j} \sigma_{k i}^{\prime}=\mu^{*} \sigma_{i j}^{\prime} \sigma_{j i}^{\prime}>0, \quad \dot{\epsilon}_{i i}^{\mathrm{p}}=\frac{1}{2} \mu^{*} e_{n h i} e_{n h j} \sigma_{j i}^{\prime}=0
$$

Substituting Eq.(c) into Eq.(a), we can rewrite Eq.(b) as

$$
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{2} \mu^{*} e_{n h j} e_{n h k} \sigma_{k i}^{\prime}=\mu^{*} \sigma_{j i}^{\prime}, \quad \mu^{*}>0,
$$

which is exactly equal to the flow rule of Eq.(9.31b) by replacing $\mu^{*}$ by $\lambda_{\mathrm{PR}}$. Moreover, the magnitude (norm) of the force $\boldsymbol{g}$ on the dislocation line can be evaluated as

$$
g_{n h i} g_{n h i}=\frac{1}{4} e_{n h k} \sigma_{k i}^{\prime} e_{n h l} \sigma_{l i}^{\prime}=\frac{1}{2} \sigma_{j i}^{\prime} \sigma_{j i}^{\prime}
$$

which is the effective stress $\bar{\sigma}$ of Eq.(9.23b). Hence, the Prandtl-Reuss plasticity with the Mises yield condition has been interpreted by the microscopic kinematics of the mathematical dislocation for the plastically stable materials.

### 9.4 Other Useful Physical Models

### 9.4.1 Kinematic Hardening Model

## (1) Introduction of Movable Yield Surface

The basic hardening model in the previous sections enlarges the yield surface to all the stress directions like a yield locus A in the right figure of Fig. 9.31. Thus, once the plastic deformation undergoes to the positive direction of $\sigma_{11}$ in the left figure of Fig. 9.31, the succeeding unloading toward the negative direction of $\sigma_{11}$ does not start yielding until the stress reaches the last level to the positive direction as is indexed by A. This kind of hardening is called the isotropic hardening. However, as has been explained in the item 5. of Sec. 9.1.1 (2), many materials have so-called the Bauschinger effect, so that the succeeding yield stress


Fig. 9.31 Characteristics of hardening becomes smaller than the stress level in the latest plastic state or even the yield stress of the virgin material. This behavior may be modeled by yield loci indexed by B and C of the right figure of Fig. 9.31, in which the center of the yield loci can move by $\alpha$. This kind of hardening is called the kinematic hardening. The yield locus of the model B in Fig. 9.31 moves with the constant radius, while both the center and the radius of the yield locus change step by step during the plastic loading in the model C.

By introduction of the central position $\alpha$ of the yield surface, the Mises yield function can be modified by

$$
\begin{equation*}
f=f\left(\sigma_{i j}-\alpha_{i j}\right) \equiv h\left(\sigma_{i j}-\alpha_{i j}\right)-\tau_{\mathrm{Y}}, \quad h\left(\sigma_{i j}-\alpha_{i j}\right)=\overline{(\sigma-\alpha)} \equiv \sqrt{\frac{1}{2}\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)}, \tag{9.103a,b}
\end{equation*}
$$

where $\alpha^{\prime}$ denotes the deviatoric component of $\alpha$. For the time being, the isotropic hardening is neglected, and $\tau_{\mathrm{Y}}$ is set at constant. Also, the flow rule is assumed to be the same as Eq.(9.63b); i.e.

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\lambda \frac{\partial f}{\partial \sigma_{i j}}, \quad \lambda \geq 0 . \tag{9.104a,b}
\end{equation*}
$$

Eq.(9.103) leads to the derivative in the right-hand side as

$$
\begin{equation*}
\frac{\partial f}{\partial \sigma_{i j}}=\frac{\partial h}{\partial \sigma_{i j}}=\frac{1}{2 \overline{(\sigma-\alpha)}}\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)=\frac{1}{2 \tau_{\mathrm{Y}}}\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right) . \tag{9.105}
\end{equation*}
$$

Also, from Eq.(9.103), the consistency condition becomes

$$
\begin{equation*}
\dot{f}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}+\frac{\partial f}{\partial \alpha_{i j}} \dot{\alpha}_{i j}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial f}{\partial \sigma_{i j}} \dot{\alpha}_{i j}=\frac{\partial f}{\partial \sigma_{i j}}\left(\dot{\sigma}_{i j}-\dot{\alpha}_{i j}\right)=0 . \tag{9.106}
\end{equation*}
$$

This relation indicates that $\dot{\boldsymbol{\sigma}}=\dot{\boldsymbol{\alpha}}$ must be satisfied, or that the relative increment of ( $\dot{\boldsymbol{\sigma}}-\dot{\boldsymbol{\alpha}}$ ) must be tangential to the yield surface as is shown in Fig. 9.32. For full definition of the constitutive equation, we further need to establish the evolution laws of $\boldsymbol{\alpha}$.


Fig. 9.32 Loading direction

## (2) Prager Model

The Prager model of the evolution laws of $\alpha$ assumes that the instantaneous motion of the center of the yield surface occurs to the direction of the plastic strain increment

$$
\begin{equation*}
\dot{\alpha}_{i j}=c \dot{\epsilon}_{i j}^{\mathrm{p}} . \tag{9.107}
\end{equation*}
$$

Substitution of Eqs.(9.104a) and (9.105) into this assumption results in

$$
\begin{equation*}
\dot{\alpha}_{i j}=c \lambda \frac{\partial f}{\partial \sigma_{i j}}=c \lambda \frac{\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}}{2 \tau_{\mathrm{Y}}} . \tag{9.108}
\end{equation*}
$$

Therefore, $\boldsymbol{\alpha}$ does not have its isotropic part. Putting this relation into the consistency condition of Eq.(9.106), we have

$$
\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}=\frac{\partial f}{\partial \sigma_{i j}} c \lambda \frac{\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}}{2 \tau_{\mathrm{Y}}}=\lambda H_{\mathrm{k}}^{\mathrm{p}} \quad \rightarrow \quad \lambda=\frac{1}{H_{\mathrm{k}}^{\mathrm{p}}} \frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j},
$$

where $H_{\mathrm{k}}^{\mathrm{p}}$ denotes a kind of the kinematic hardening coefficient defined by

$$
\begin{equation*}
H_{\mathrm{k}}^{\mathrm{p}} \equiv \frac{\partial f}{\partial \sigma_{i j}} c \frac{\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}}{2 \tau_{\mathrm{Y}}}=c \frac{\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}}{2 \tau_{\mathrm{Y}}} \frac{\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}}{2 \tau_{\mathrm{Y}}}=\frac{c}{2} \tag{9.109}
\end{equation*}
$$

which shows the physical meaning of the parameter $c$.
Using $\lambda$ above, we can write the incremental plastic strain as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H_{\mathrm{k}}^{\mathrm{p}}} \frac{\partial f}{\partial \sigma_{k l}} \dot{\sigma}_{k l} \frac{\partial f}{\partial \sigma_{i j}}=\frac{1}{H_{\mathrm{k}}^{\mathrm{p}}} \frac{\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{4 \tau_{\mathrm{Y}}^{2}} \dot{\sigma}_{k l}, \tag{9.110}
\end{equation*}
$$

and Eqs.(9.107) and (9.109) result in

$$
\begin{equation*}
\dot{\alpha}_{i j}=\frac{\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{2 \tau_{\mathrm{Y}}^{2}} \dot{\sigma}_{k l} . \tag{9.111}
\end{equation*}
$$

## (3) Ziegler model

A more general model for the kinematic hardening assumes that the center of the yield surface $\alpha$ is a function of the effective plastic strain defined by Eq.(9.27b) as

$$
\begin{equation*}
\alpha_{i j}=\alpha_{i j}\left(\bar{\epsilon}^{\mathrm{p}}\right) \tag{9.112}
\end{equation*}
$$

Therefore, the consistency condition of Eq.(9.106) can be expressed by

$$
\dot{f}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial f}{\partial \sigma_{i j}} \frac{\partial \alpha_{i j}}{\partial \bar{\epsilon}^{\mathrm{p}}} \dot{\epsilon}^{\mathrm{p}}=0 .
$$

After substituting the flow rule of Eq.(9.104a) into Eq.(9.27b), taking Eq.(9.105) into account, we have a relation as

$$
\dot{\bar{\epsilon}}^{\mathrm{p}}=\lambda \sqrt{2 \frac{\partial f}{\partial \sigma_{k l}} \frac{\partial f}{\partial \sigma_{k l}}}=\lambda .
$$

Then, the consistency condition above can be rewritten as

$$
\lambda=\frac{1}{H_{\mathrm{k}}} \frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j},
$$

where $H_{\mathrm{k}}$ is another kinematic hardening coefficient defined by

$$
\begin{equation*}
H_{\mathrm{k}} \equiv \frac{\partial f}{\partial \sigma_{i j}} \frac{\partial \alpha_{i j}}{\partial \bar{\epsilon}^{\mathrm{p}}} \tag{9.113}
\end{equation*}
$$

Putting this back into the flow rule, we can express the incremental plastic strain as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H_{\mathrm{k}}} \frac{\partial f}{\partial \sigma_{k l}} \dot{\sigma}_{k l} \frac{\partial f}{\partial \sigma_{i j}}=\frac{1}{H_{\mathrm{k}}} \frac{\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{4 \tau_{\mathrm{Y}}^{2}} \dot{\sigma}_{k l}, \tag{9.114}
\end{equation*}
$$

which is formally equivalent to the Prager model of Eq.(9.110).
As for the evolution law of $\boldsymbol{\alpha}$, Ziegler assumes

$$
\begin{equation*}
\dot{\alpha}_{i j}=\xi\left(\sigma_{i j}-\alpha_{i j}\right), \quad \xi \geq 0 \tag{9.115a,b}
\end{equation*}
$$

where $\xi$ is a parameter similar to $\lambda$ of the flow rule. In this model, the isotropic part of $\boldsymbol{\alpha}$ is not zero. Substituting this assumption into Eq.(9.106), we rewrite the consistency condition as

$$
\begin{equation*}
\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}=\frac{\partial f}{\partial \sigma_{i j}} \xi\left(\sigma_{i j}-\alpha_{i j}\right) \tag{*}
\end{equation*}
$$

Since, using Eq.(9.105), we can express the right-hand side of Eq.(*) by

$$
\text { right-hand side of Eq. }(*)=\xi \frac{1}{2 \tau_{\mathrm{Y}}}\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{i j}-\alpha_{i j}\right)=\xi \frac{1}{2 \tau_{\mathrm{Y}}}\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)=\tau_{\mathrm{Y}} \xi
$$

Eq.(*) becomes

$$
\tau_{\mathrm{Y}} \xi=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j} \quad \rightarrow \quad \xi=\frac{1}{\tau_{\mathrm{Y}}} \frac{1}{2 \tau_{\mathrm{Y}}}\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right) \dot{\sigma}_{i j}
$$

Putting this back to the assumption above, two models of the evolution law of $\alpha$ can be expressed by

$$
\begin{equation*}
\text { Ziegler: } \quad \dot{\alpha}_{i j}=\frac{\left(\sigma_{i j}-\alpha_{i j}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{2 \tau_{\mathrm{Y}}^{2}} \dot{\sigma}_{k l}, \quad \text { Prager: } \quad \dot{\alpha}_{i j}=\frac{\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{2 \tau_{\mathrm{Y}}^{2}} \dot{\sigma}_{k l} \tag{9.116a,b}
\end{equation*}
$$

## (4) Incremental Constitutive Equations

When the elastic part is specified by the incremental Hooke's law of Eq.(9.42), the additive description of Eq.(9.22) together with the plastic part of Eq.(9.114) leads to

$$
\begin{equation*}
\dot{\epsilon}_{i j}=D_{i j k l} \dot{\sigma}_{k l}+\chi \frac{\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{4 H_{\mathrm{k}} \tau_{\mathrm{Y}}^{2}} \dot{\sigma}_{k l} . \tag{9.117}
\end{equation*}
$$

Then, using the same manipulation in Sec. 9.2.3, we can derive its inverse relation as

$$
\begin{equation*}
\dot{\sigma}_{i j}=C_{i j k l} \dot{\epsilon}_{k l}-\chi \frac{\mu^{2}\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{\left(\mu+H_{\mathrm{k}}\right) \tau_{\mathrm{Y}}^{2}} \dot{\epsilon}_{k l} \tag{9.118}
\end{equation*}
$$

where $\chi$ is given by Eq.(9.51).

## (5) Isotropic and Kinematic Hardening Models

More realistic model may include ${ }^{16}$ both isotropic and kinematic hardenings. Employing the Ziegler model, we modify the yield condition of Eq.(9.103) to set

$$
\begin{equation*}
f \equiv \overline{(\sigma-\alpha)}-\tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right) \tag{9.119}
\end{equation*}
$$

[^12]

Fig. 9.33 Deformation paths with kinematic hardening


Fig. 9.34 Motion of yield surface and history dependence
where the yield stress is not constant but a function of the effective plastic strain. Then, the consistency condition becomes

$$
\dot{f}=\frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial f}{\partial \sigma_{i j}} \frac{\partial \alpha_{i j}}{\partial \bar{\epsilon}^{\mathrm{p}}} \dot{\bar{\epsilon}}^{\mathrm{p}}-\frac{\partial \tau_{\mathrm{Y}}}{\partial \overline{\mathrm{\epsilon}}^{\mathrm{p}}} \dot{\bar{\epsilon}}^{\mathrm{p}}=0 .
$$

Using Eqs.(9.104a), (9.38b) and (9.113), we obtain

$$
\lambda=\frac{1}{H_{\mathrm{k}}+H} \frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j} .
$$

Substituting it back into the flow rule, we can express the incremental plastic strain by

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{\left(\sigma_{i j}^{\prime}-\alpha_{i j}^{\prime}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{4\left(H_{\mathrm{k}}+H\right) \overline{(\sigma-\alpha)}^{2}} \dot{\sigma}_{k l} . \tag{9.120}
\end{equation*}
$$

The evolution law of $\boldsymbol{\alpha}$ is also written as

$$
\begin{equation*}
\dot{\alpha}_{i j}=\frac{H_{\mathrm{k}}}{H_{\mathrm{k}}+H} \frac{\left(\sigma_{i j}-\alpha_{i j}\right)\left(\sigma_{k l}^{\prime}-\alpha_{k l}^{\prime}\right)}{2 \overline{(\sigma-\alpha)}^{2}} \dot{\sigma}_{k l} \tag{9.121}
\end{equation*}
$$

These coincide with the Ziegler model when $H=0$.

## (6) Example

As a typical example, the material constants are given by those in Sec. 9.3.3; i.e. $E=200 \mathrm{GN} / \mathrm{m}^{2}, v=0.3$, $H=E / 1000$ and $\tau_{\mathrm{Y} 0}=300 \mathrm{MN} / \mathrm{m}^{2}$. The Ziegler model is employed with the linear hardening where the hardening coefficient is set at $H_{\mathrm{k}}=50 \mathrm{H}$ in order to exaggerate the motion of the yield locus. Biaxial stress state is specified by $\sigma \equiv \sigma_{11}$ and $\tau \equiv \sigma_{12}$, and the same loading patterns in Fig. 9.24 are examined. When the components of the position of the center of the yield locus are defined by

$$
\zeta \equiv \alpha_{11}, \quad \eta \equiv \alpha_{12}
$$

almost all the steps of manipulation in Sec. 9.3.3 can be carried out by replacement of $\sigma$ and $\tau$ as

$$
\sigma:=\sigma-\zeta, \quad \tau:=\tau-\eta
$$

The evolution law of the center of the yield locus are explicitly expressed by

$$
\dot{\zeta}=\frac{H_{\mathrm{k}}}{H_{\mathrm{k}}+H} \frac{\sigma-\zeta}{3 \tau_{\mathrm{Y}}^{2}}\{(\sigma-\zeta) \dot{\sigma}+3(\tau-\eta) \dot{\tau}\}, \quad \dot{\eta}=\frac{H_{\mathrm{k}}}{H_{\mathrm{k}}+H} \frac{\tau-\eta}{3 \tau_{\mathrm{Y}}^{2}}\{(\sigma-\zeta) \dot{\sigma}+3(\tau-\eta) \dot{\tau}\},
$$

which is not also integrable. Therefore, the motion of the yield locus is history dependent. Up to the first yield, the loading is proportional with $\alpha=1 / \sqrt{3}$, and the stress path after that is specified by

$$
(\sigma, \tau):(367.4,212.1) \rightarrow(606.2,350.0) \quad \mathrm{MN} / \mathrm{m}^{2}
$$

The final value of the effective plastic strain reaches about $2 \%\left(\bar{\epsilon}^{\mathrm{p}}=0.019\right)$.
Fig. 9.33 shows the stress-strain curves after the first yield. Although the number of loading step $N$ is chosen between 100 and $10^{7}$, almost no difference can be seen in this scale of the figure. The motions of the yield loci are depicted in Fig. 9.34. Three curves starting from the origin show the trajectory of the center positions $\alpha$ of the three loci. The dot-dashed curves and the dotted curves are the results by the two loading patterns of ' s 2 t ' and ' t 2 s ' respectively, and the solid curves are for the proportional loading case.

## Exercises 9-4

4. Derive Eq.(9.118) from Eq.(9.117).
5. Derive Eqs.(9.120) and (9.121).
6. Carry out the process to draw Fig. 9.33 etc.

### 9.4.2 Pressure Sensitive Model

## (1) Yield Function and Plastic Potential

As has been explained in the item 4. of Sec. 9.1.1 (2), plastic properties of the crystalline metals like steels are almost independent of the average stress (hydrostatic pressure). However, for materials with micro-structures like granular materials (sand and clay), rocks and composite materials, plastic behaviors may be affected by the average stress to some extent. We here introduce a generalized model [61] of the Drucker-Prager model [16] as one example of the non-associated flow rule. The yield function $f$ and the plastic potential $g$ are defined by

$$
\begin{equation*}
f \equiv \bar{\sigma}-F\left(\mathrm{I}_{1}, \Delta^{\mathrm{p}}, \bar{\epsilon}^{\mathrm{p}}\right), \quad g \equiv \bar{\sigma}+G\left(\mathrm{I}_{1}\right), \tag{9.122a,b}
\end{equation*}
$$

where $\bar{\sigma}$ denotes the effective stress defined by Eq.(9.23b), and $\mathrm{I}_{1}$ is the first invariant of the stress given by Eq.(2.36). Since the hydrostatic pressure $p$ is defined by

$$
\begin{equation*}
p \equiv-\frac{1}{3} \mathrm{I}_{1}=-\frac{1}{3} \sigma_{k k}, \tag{9.123}
\end{equation*}
$$

this new model may be called the pressure sensitive model. The main parameter to represent the history dependence is the effective plastic strain, but it must be redefined by the deviatoric part of the plastic strain rate, because the incremental plastic strain has its isotropic part as will be shown below. Therefore, another parameter is needed as a counterpart of the effective plastic strain. Hence, the effective plastic strain of Eq.(9.27b) must be modified, and a new parameter associated with the plastic volume change must be introduced as follows:

$$
\begin{equation*}
\bar{\epsilon}^{\mathrm{p}} \equiv \int_{\text {history }} \sqrt{2 \dot{\epsilon}^{\mathrm{p}}{ }_{i j} \dot{\epsilon}^{\mathrm{p}}{ }_{i j}^{\prime}} \mathrm{d} t, \quad \Delta^{\mathrm{p}} \equiv \int_{\text {history }} \dot{\epsilon}_{k k}^{\mathrm{p}} \mathrm{~d} t \tag{9.124a,b}
\end{equation*}
$$

where $\Delta^{\mathrm{p}}$ denotes the plastic volumetric strain. ${ }^{17}$

## (2) Flow Rule and Plastic Strain

Substituting the plastic potential of Eq.(9.122b) into the flow rule of Eq.(9.74a), we have

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\lambda\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}, \quad \beta=\beta\left(\mathrm{I}_{1}\right) \equiv \frac{\partial G\left(\mathrm{I}_{1}\right)}{\partial \mathrm{I}_{1}}, \tag{9.125a,b}
\end{equation*}
$$

from which the plastic parts of the shear deformation and the volumetric deformation can be expressed by

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p} \prime}=\lambda \frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}, \quad \dot{\epsilon}_{k k}^{\mathrm{p}}=3 \lambda \beta \tag{9.126a,b}
\end{equation*}
$$

Therefore, this new parameter $\beta$ represents the plastic volume change and may be called the 'dilatancy factor.'

[^13]Since the consistency condition can be written as

$$
\dot{f}=\frac{\partial \bar{\sigma}}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial F}{\partial \mathrm{I}_{1}} \dot{\mathrm{I}}_{1}-\frac{\partial F}{\partial \Delta^{\mathrm{p}}} \dot{\Delta}^{\mathrm{p}}-\frac{\partial F}{\partial \bar{\epsilon}^{\mathrm{p}}} \dot{\bar{\epsilon}}^{\mathrm{p}}=0,
$$

substitution of Eq.(9.37) results in

$$
\begin{equation*}
\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}} \dot{\sigma}_{i j}-\frac{\partial F}{\partial \mathrm{I}_{1}} \dot{\sigma}_{k k}=\frac{\partial F}{\partial \Delta^{\mathrm{p}}} \dot{\epsilon}_{k k}^{\mathrm{p}}+\frac{\partial F}{\partial \bar{\epsilon}^{\mathrm{p}}} \sqrt{2 \dot{\epsilon}^{\mathrm{p}^{\prime}} \dot{\epsilon}^{\mathrm{p}^{\prime}}} \tag{9.127}
\end{equation*}
$$

After substitution of Eq.(9.126) into Eq.(9.127), several steps of manipulation leads to

$$
\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}} \dot{\sigma}_{i j}-\frac{\partial F}{\partial \mathrm{I}_{1}} \dot{\sigma}_{k k}=\lambda\left\{3 \frac{\partial F}{\partial \Delta^{\mathrm{p}}} \beta+\frac{\partial F}{\partial \bar{\epsilon}^{\mathrm{p}}}\right\}
$$

from which $\lambda$ can be expressed by

$$
\begin{equation*}
\lambda=\frac{1}{H}\left(\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}-\frac{\partial F}{\partial \mathrm{I}_{1}} \delta_{k l}\right) \dot{\sigma}_{k l}, \quad H \equiv 3 \frac{\partial F}{\partial \Delta^{\mathrm{p}}} \beta+\frac{\partial F}{\partial \bar{\epsilon}^{\mathrm{p}}} . \tag{9.128a,b}
\end{equation*}
$$

$H$ is the hardening coefficient representing the change of the size of the yield surface with respect to the shear deformation $\bar{\epsilon}^{\mathrm{p}}$ as well as the volumetric deformation $\Delta^{\mathrm{p}}$. Putting this back into the flow rule of Eq.(9.125a), we obtain the incremental plastic strain as

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H}\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}\left\{\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right\} \dot{\sigma}_{k l}, \quad \alpha=\alpha\left(\mathrm{I}_{1}, \Delta^{\mathrm{p}}, \bar{\epsilon}^{\mathrm{p}}\right) \equiv-\frac{\partial F\left(\mathrm{I}_{1}, \Delta^{\mathrm{p}}, \bar{\epsilon}^{\mathrm{p}}\right)}{\partial \mathrm{I}_{1}}, \tag{9.129a,b}
\end{equation*}
$$

where $\alpha$ represents the effect of the average stress on the yield function and can be called the internal frictional factor explained later on. When $\alpha=\beta$, this becomes an associated flow rule.

## (3) Incremental Constitutive Equations

When the elastic part is specified by the incremental Hooke's law of Eq.(9.42), the additive description together with the plastic part of Eq.(9.129a) leads to


$$
\begin{equation*}
\dot{\epsilon}_{i j}=D_{i j k l} \dot{\sigma}_{k l}+\frac{\chi}{H}\left(\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right)\left(\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right) \dot{\sigma}_{k l} \tag{9.130}
\end{equation*}
$$

Also, using the same manipulation in Sec. 9.2.3, we can derive its inverse relation as

$$
\begin{equation*}
\dot{\sigma}_{i j}=C_{i j k l} \dot{\epsilon}_{k l}-\chi \frac{\left(\frac{\mu \sigma_{i j}^{\prime}}{\bar{\sigma}}+3 K \beta \delta_{i j}\right)\left(\frac{\mu \sigma_{k l}^{\prime}}{\bar{\sigma}}+3 K \alpha \delta_{k l}\right)}{H+\mu+9 K \alpha \beta} \dot{\epsilon}_{k l} \tag{9.131}
\end{equation*}
$$
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## (4) Yield Surface

When $\alpha$ is constant, the yield condition can be written from Eqs.(9.122a) and (9.129b) as

$$
\begin{equation*}
f=\bar{\sigma}+\alpha \mathrm{I}_{1}-\tau_{\mathrm{Y}}\left(\Delta^{\mathrm{p}}, \bar{\epsilon}^{\mathrm{p}}\right)=0 \tag{9.132}
\end{equation*}
$$

and the initial yield condition can be expressed by the line in terms of $\mathrm{I}_{1}$ and $\bar{\sigma}$ as is shown in the upper figure of Fig. 9.35. Or, in the three dimensional principal stress space, it corresponds to a circular cone in the lower figure, where no yielding occurs in the compressive isotropic stress state. At P , since the stress state at the initial yielding can be given by

$$
\sigma_{i j}=\frac{1}{3 \alpha} \delta_{i j} \tau_{\mathrm{Y} 0}, \quad \tau_{\mathrm{Y} 0} \equiv \tau_{\mathrm{Y}}(0,0),
$$

from Eq.(9.129a), we have only the plastic volumetric expansion as

$$
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{\alpha \beta}{H} \delta_{i j} \dot{\sigma}_{k k} .
$$



Fig. 9.36 Yield loci of pressure sensitive model


Fig. 9.37 Case of plastically plane strain state

In the bi-axial stress state in Sec. 9.3.3, if $\alpha<1 / \sqrt{3} \simeq 0.577$, the yield locus becomes ellipsoidal as

$$
\left(\frac{\sigma}{\sqrt{3}}+\frac{\sqrt{3} \alpha \tau_{\mathrm{Y}}}{1-3 \alpha^{2}}\right)^{2}+\frac{\tau^{2}}{1-3 \alpha^{2}}=\left(\frac{\tau_{\mathrm{Y}}}{1-3 \alpha^{2}}\right)^{2}
$$

while it becomes parabolic when $\alpha=1 / \sqrt{3}$ as

$$
\frac{\sigma}{\sqrt{3}} \tau_{\mathrm{Y}}+\frac{1}{2} \tau^{2}=\frac{1}{2} \tau_{\mathrm{Y}}^{2}
$$

Moreover, if $\alpha>1 / \sqrt{3}$, it becomes hyperbolic as

$$
\left(\frac{\sigma}{\sqrt{3}}-\frac{\sqrt{3} \alpha \tau_{\mathrm{Y}}}{3 \alpha^{2}-1}\right)^{2}-\frac{\tau^{2}}{3 \alpha^{2}-1}=\left(\frac{\tau_{\mathrm{Y}}}{3 \alpha^{2}-1}\right)^{2} .
$$

These loci are curves of the intersection of the circular cone surface in Fig. 9.35 and the $\sigma_{\mathrm{I}}-\sigma_{\text {II }}$ plane. Therefore, as is shown in Fig. 9.36, no yielding is likely to occur in the compressive states when $\alpha$ becomes large enough.

In order to evaluate the effect of $\beta$, we consider the plastically plane strain state. Namely, the plane strain condition is applied to the flow rule of Eq.(9.125a) to obtain the corresponding stress state as

$$
\dot{\epsilon}_{31}^{\mathrm{p}}=0, \quad \dot{\epsilon}_{23}^{\mathrm{p}}=0 \quad \rightarrow \quad \sigma_{31}=0, \quad \sigma_{32}=0
$$

and

$$
\begin{equation*}
0=\dot{\epsilon}_{33}^{\mathrm{p}}=\lambda\left(\frac{\sigma_{33}^{\prime}}{2 \bar{\sigma}}+\beta\right) \quad \rightarrow \quad \sigma_{33}^{\prime}=-2 \beta \bar{\sigma} \tag{9.133a,b}
\end{equation*}
$$

Then, Eq.(9.133b) is satisfied when

$$
\sigma_{33}=\frac{1}{2}\left(\sigma_{11}+\sigma_{22}\right)-\frac{\xi}{2}, \quad \xi \equiv \frac{6 \beta}{\sqrt{1-3 \beta^{2}}} \sqrt{\left(\frac{\sigma_{11}-\sigma_{22}}{2}\right)^{2}+\sigma_{12}^{2}}
$$

from which we have

$$
\sigma_{11}^{\prime}=\frac{1}{2}\left(\sigma_{11}-\sigma_{22}\right)+\frac{\xi}{6}, \quad \sigma_{22}^{\prime}=-\frac{1}{2}\left(\sigma_{11}-\sigma_{22}\right)+\frac{\xi}{6}, \quad \sigma_{33}^{\prime}=-\frac{\xi}{3}
$$

and thus the effective stress and the average stress are

$$
\bar{\sigma}^{2}=\left(\frac{\sigma_{11}-\sigma_{22}}{2}\right)^{2}+\sigma_{12}^{2}+\frac{\xi^{2}}{12}=\frac{1}{1-3 \beta^{2}}\left\{\left(\frac{\sigma_{11}-\sigma_{22}}{2}\right)^{2}+\sigma_{12}^{2}\right\}, \quad \mathrm{I}_{1}=\frac{1}{2}\left(\sigma_{11}+\sigma_{22}\right)-\frac{\xi}{6} .
$$

Hence, in the bi-axial stress state, the yield condition can be given by

$$
\frac{(x+\eta \alpha)^{2}}{\eta(1-\alpha \beta)^{2}}+\frac{y^{2}}{\eta}=1, \quad \eta \equiv \frac{1-3 \beta^{2}}{(1-\alpha \beta)^{2}-\left(1-3 \beta^{2}\right) \alpha^{2}}, \quad x \equiv \frac{\sigma}{2 \tau_{\mathrm{Y}}}, \quad y \equiv \frac{\tau}{\tau_{\mathrm{Y}}}
$$

and its loci are shown in Fig. 9.37. In the manipulation above, we must have a restriction as

$$
0 \leq \beta<\frac{1}{\sqrt{3}}
$$

Moreover, as will be explained in the next section, it is desirable to satisfy $\beta<\alpha$. From these figures, $\alpha$ displaces the yield locus toward the compressive direction, while $\beta$ has an effect to reduce the radius of the locus when $\alpha$ is large.

## (5) Comparison with Drucker-Prager's Model

The yield condition of Drucker-Prager's model [16, 71] is given by

$$
\begin{equation*}
\bar{\sigma}+\alpha_{\phi} \mathrm{I}_{1}-k=0 \tag{9.134}
\end{equation*}
$$

When $\alpha$ is constant in Eq.(9.122a), comparison of Eq.(9.132) with Eq.(9.134) shows that two parameters $\alpha_{\phi}$ and $k$ correspond to $\alpha$ and $\tau_{\mathrm{Y}}$ in Eq.(9.132) respectively. On the other hand, Mohr-Coulomb's failure criterion ${ }^{18}$

$$
\frac{\sigma_{\max }-\sigma_{\min }}{2}+\frac{\sigma_{\max }+\sigma_{\min }}{2} \sin \phi=c \cos \phi
$$

is often used in the field of soil mechanics, where $c$ is the cohesion, and $\phi$ is called the angle of internal friction. And, $\sigma_{\max }$ and $\sigma_{\text {min }}$ denote the maximum and minimum principal stresses respectively. Also, another expression as

$$
\begin{equation*}
\tau_{\phi}+\sigma_{\phi} \tan \phi=c, \quad \tau_{\phi}=\frac{\sigma_{\max }-\sigma_{\min }}{2} \cos \phi, \quad \sigma_{\phi}=\frac{\sigma_{\max }+\sigma_{\min }}{2}+\frac{\sigma_{\max }-\sigma_{\min }}{2} \sin \phi \tag{9.135a,b,c}
\end{equation*}
$$

is sometimes used. Or, using the Lode angle $\theta_{\mathrm{L}}$ in Eq.(9.58), we can rewrite this condition as [57]

$$
\begin{equation*}
\bar{\sigma}\left(\cos \theta_{\mathrm{L}}-\frac{1}{\sqrt{3}} \sin \theta_{\mathrm{L}} \sin \phi\right)+\frac{1}{3} \mathrm{I}_{1} \sin \phi-c \cos \phi=0 \tag{9.136}
\end{equation*}
$$

Then the material parameters $\alpha_{\phi}$ and $k$ of the Drucker-Prager model can be approximately related to $c$ and $\phi$ of the Mohr-Coulomb criterion as [71, 102]

$$
\begin{array}{rlrl}
\text { in triaxial compression: } & \alpha_{\phi} & =\frac{2 \sin \phi}{\sqrt{3}(3-\sin \phi)}, & k=\frac{6 c \cos \phi}{\sqrt{3}(3-\sin \phi)} \\
\text { in triaxial tension: } & \alpha_{\phi}=\frac{2 \sin \phi}{\sqrt{3}(3+\sin \phi)}, & k=\frac{6 c \cos \phi}{\sqrt{3}(3+\sin \phi)} \\
\text { in plane strain: } & \alpha_{\phi}=\frac{\sin \phi}{\sqrt{3\left(3+\sin ^{2} \phi\right)}}, & k=\frac{\sqrt{3} c \cos \phi}{\sqrt{3\left(3+\sin ^{2} \phi\right)}} . \tag{9.137c}
\end{array}
$$

For example, $\alpha_{\phi} \simeq 0.16 \sim 0.22$ when $\phi \simeq 30$ degrees. One can interpret that the Drucker-Prager model smoothens the Mohr-Coulomb criterion which has corners on the failure surface [71].

On the other hand, $\beta$ may be defined by some angle similar to $\alpha_{\phi}$ in Eq.(9.137). In the soil mechanics, it is well known that the plastic volume expansion becomes larger than the experimental observations if $\beta$ is defined by the same angle as that of the internal friction $\phi$ [71]. Therefore, another angle called the dilatancy angle $\psi$ is introduced to define the parameter $\beta$ similarly to Eq.(9.137) in order to ensure the relation $\beta<\alpha$.

## Exercises 9-5

7. Derive Eq.(9.131) from Eq.(9.130).
[^14]
### 9.4.3 Non-Coaxial Model

## (1) Non-Coaxial Term in Flow Rule

Further modification may be necessary for materials with micro-structures such as defects, voids and joints like sand and rock. For example, the corresponding macroscopic plastic behavior may not follow the normality rule. In such a case, the incremental plastic strain can have a component tangential to the yield surface or a component depending on the direction of the stress increment. One typical model is introduced in the reference [67]. Namely, the incremental plastic strain component to the direction of the stress rate $\dot{\sigma}$ is added to the basic Prandtl-Reuss model in which the plastic strain rate $\dot{\epsilon}_{\mathrm{PR}}^{\mathrm{p}}$ is parallel to the direction of the deviatoric stress; i.e. $\dot{\epsilon}_{\mathrm{PR}}^{\mathrm{P}} \| \boldsymbol{\sigma}^{\prime}$. A new component $\dot{\boldsymbol{\epsilon}}_{\mathrm{Nc}}^{\mathrm{p}}$ is assumed to be

$$
\left(\dot{\epsilon}_{\mathrm{Nc}}^{\mathrm{p}}\right)_{i j} \|\left\{\dot{\sigma}_{i j}^{\prime}-\frac{1}{2 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{k l}^{\prime} \dot{\sigma}_{k l}\right\} .
$$

The important property of this term is that it does not create any plastic work. Multiplying the term above by $\sigma_{i j}$, and considering Eq.(9.23b), we can show

$$
\begin{equation*}
\sigma_{i j}\left(\dot{\epsilon}_{\mathrm{Nc}}^{\mathrm{p}}\right)_{i j} \sim \sigma_{i j} \dot{\sigma}_{i j}^{\prime}-\frac{1}{2 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{i j} \sigma_{k l}^{\prime} \dot{\sigma}_{k l}=\sigma_{i j}^{\prime} \dot{\sigma}_{i j}^{\prime}-\sigma_{k l}^{\prime} \dot{\sigma}_{k l}^{\prime}=0 . \tag{*}
\end{equation*}
$$

Hence, this new term is nothing to do with the Drucker stable condition of Eq.(9.60) suggesting some unstable plastic characteristics. Adding this term into Eq.(9.74a), we can define a new flow rule by

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\lambda \frac{\partial g}{\partial \sigma_{i j}}+\frac{1}{2 h_{1}}\left(\dot{\sigma}_{i j}^{\prime}-\frac{1}{2 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{k l}^{\prime} \dot{\sigma}_{k l}\right), \tag{9.138}
\end{equation*}
$$

i.e. the incremental plastic strain does not satisfy the coaxiality defined by Eq.(9.33b), and it is called the noncoaxial model. Thus, $h_{1}$ is a new material parameter representing the noncoaxiality.

Since another relation similar to Eq.(*) holds for the product with the deviatoric stress $\sigma_{i j}^{\prime}$ in place of the stress itself, the second term in Eq.(9.138) $\dot{\epsilon}_{\mathrm{Nc}}^{\mathrm{p}}$ is considered to become normal to the direction of the deviatoric stress. Therefore, when the associated $J_{2}$ flow rule is employed, this new component $\dot{\epsilon}_{\mathrm{Nc}}^{\mathrm{p}}$ is tangential to the yield surface as is shown in Fig. 9.38, because the Prandtle-Reuss component; i.e. the first term of Eq.(9.138) $\dot{\epsilon}_{\mathrm{PR}}^{\mathrm{p}}$ is parallel to the deviatoric stress direction.

Substituting the plastic potential of Eq.(9.122b) into the flow rule of Eq.(9.138), we can express


Fig. 9.38 In the case of $J_{2}$ flow rule

In theory, $\lambda$ can be evaluated by substitution of this equation into Eq.(9.127). In such a manipulation, the effective plastic strain can be obtained as

$$
2 \dot{\epsilon}_{i j}^{\mathrm{p}} \dot{\epsilon}_{i j}^{\mathrm{p}}{ }_{i j}^{\prime}=\lambda^{2}+\frac{1}{2 h_{1}^{2}}\left\{\dot{\sigma}_{i j}^{\prime} \dot{\sigma}_{i j}^{\prime}-\frac{1}{2 \bar{\sigma}^{2}}\left(\sigma_{i j}^{\prime} \dot{\sigma}_{i j}^{\prime}\right)^{2}\right\},
$$

but the second term has been neglected ${ }^{19}$ hereafter in the reference [67]. So that $\lambda$ is approximated by Eq.(9.128a); i.e.

$$
\lambda \simeq \frac{1}{H}\left(\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right) \dot{\sigma}_{k l},
$$

where $H$ is defined by Eq.(9.128b). Putting this relation into Eq.(9.138), we can express the incremental plastic strain by

$$
\begin{equation*}
\dot{\epsilon}_{i j}^{\mathrm{p}}=\frac{1}{H}\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}\left\{\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right\} \dot{\sigma}_{k l}+\frac{1}{2 h_{1}}\left(\dot{\sigma}_{i j}^{\prime}-\frac{1}{2 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{k l}^{\prime} \dot{\sigma}_{k l}\right) . \tag{9.139}
\end{equation*}
$$

When the elastic part is given by Eq.(9.42), the additive description of Eq.(9.22) yields

$$
\begin{align*}
& \dot{\epsilon}_{i j}=\frac{1}{2 \mu} \dot{\sigma}_{i j}+\frac{1}{3}\left(\frac{1}{3 K}-\frac{1}{2 \mu}\right) \delta_{i j} \dot{\sigma}_{k k}  \tag{9.140}\\
& \\
& \quad+\frac{1}{H}\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}\left\{\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right\} \dot{\sigma}_{k l}+\frac{1}{2 h_{1}}\left(\dot{\sigma}_{i j}^{\prime}-\frac{1}{2 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{k l}^{\prime} \dot{\sigma}_{k l}\right),
\end{align*}
$$

[^15]from which we can interpret that the last term with $h_{1}$ has an effect to decrease the shearing resistance of the first elastic term in the right-hand side.

When any coaxial plastic models are employed in the framework of the finite deformation, one criterion of the incipience of localized deformations such as necking, slip line and shear band can hardly predict realistic bifurcation stress levels as will be shown in Sec. 10.6. On the other hand, since the coefficient $h_{1}$ of the non-coaxial model reduces the tangential shear resistance as is apparent from Eq.(9.140), the localization can be predicted in the practical range of the applied stress. However, since a further condition of $h_{1} \gg H$ must be satisfied in order to accept the approximation of the flow rule explained above, the larger $h_{1}$ becomes, the larger the bifurcation stress levels become. Although the hardening parameter $H$ is a tangent modulus of the elastic-plastic stress-strain relations, this parameter $h_{1}$ is interpreted as a secant modulus formulated within the framework of the deformation theory [75].

### 9.4.4 Power Law Hardening

As the hardening parameter $H$ generally becomes nonlinear in practical applications such as a sheet metal forming, the so-called power law is often employed. One of such models expresses a uniaxial tensile stress-strain relation in plane stress state by

$$
\sigma=\left\{\begin{array}{ll}
E \epsilon & \left(\sigma \leq \sigma_{\mathrm{Y}}\right)  \tag{9.141}\\
\sigma_{\mathrm{Y}}\left(\frac{\epsilon}{\epsilon_{\mathrm{Y}}}\right)^{m} & \left(\sigma>\sigma_{\mathrm{Y}}\right)
\end{array},\right.
$$

where $E$ is Young's modulus, and $m(<1)$ denotes a characteristic parameter of hardening. One example with $m=0.0625$ is shown in the left figure of Fig. 9.39. $\epsilon_{\mathrm{Y}}$ is the initial yield strain defined by $\epsilon_{\mathrm{Y}} \equiv \frac{\sigma_{\mathrm{Y}}}{E}$. Neglecting the elastic part, we here evaluate the corresponding hardening coefficients from this rule. The model above represents the uniaxial loading, so that $\sigma$ and $\epsilon$ may be replaced by $\widetilde{\sigma}$ and $\tilde{\epsilon}^{p}$ of Eqs.(9.29b) and (9.30) respectively. On the other hand, the coefficients $H$ and $h_{1}$ are defined in the relation between the effective stress and the effective plastic strain defined by Eqs.(9.23b) and (9.27b). From these definitions, we have a relation as

$$
\begin{equation*}
\frac{\widetilde{\sigma}}{\sigma_{\mathrm{Y}}}=\frac{\sqrt{3} \bar{\sigma}}{\sqrt{3} \tau_{\mathrm{Y}}}=\frac{\bar{\sigma}}{\tau_{\mathrm{Y}}} \tag{a}
\end{equation*}
$$

Moreover, since

$$
\epsilon_{\mathrm{Y}}=\frac{\sigma_{\mathrm{Y}}}{E}=\frac{\sqrt{3} \tau_{\mathrm{Y}}}{E}=\sqrt{3} \frac{2 \mu}{E} \frac{\tau_{\mathrm{Y}}}{2 \mu}=\sqrt{3} \frac{1}{2(1+v)} \frac{\tau_{\mathrm{Y}}}{\mu}
$$

we obtain a relation as

$$
\begin{equation*}
\frac{\tilde{\epsilon}^{\mathrm{p}}}{\epsilon_{\mathrm{Y}}}=\frac{\bar{\epsilon}^{\mathrm{p}}}{\sqrt{3}} \frac{2 \mu(1+v)}{\sqrt{3} \tau_{\mathrm{Y}}}=\frac{2(1+v)}{3} \frac{\bar{\epsilon}^{\mathrm{p}}}{\gamma_{\mathrm{Y}}}, \quad \gamma_{\mathrm{Y}} \equiv \frac{\tau_{\mathrm{Y}}}{\mu}, \tag{b}
\end{equation*}
$$

where $\mu$ is the shear modulus, and $v$ is Poisson's ratio. In the definition of the initial yield shear strain $\gamma_{Y}$ of the last equation of Eq.(b), $\mu$ is used in place of $2 \mu$ because the effective plastic strain is an engineering strain component. Replace $\bar{\sigma}$ in Eq. (a) by $\tau$. Also, replace $\bar{\epsilon}^{\mathrm{p}}$ in Eq.(b) by $\gamma$. Furthermore, replacing $\frac{\sigma}{\sigma_{\mathrm{Y}}}$ in Eq.(9.141) by $\frac{\widetilde{\sigma}}{\sigma_{\mathrm{Y}}}$ i.e. $\frac{\tau}{\tau_{\mathrm{Y}}}$, and replacing $\frac{\epsilon}{\epsilon_{\mathrm{Y}}}$ by $\frac{\tilde{\epsilon}^{\mathrm{p}}}{\epsilon_{\mathrm{Y}}}$ i.e. $\frac{2(1+v)}{3} \frac{\gamma}{\gamma_{\mathrm{Y}}}$, we can rewrite the stress-strain relation as

$$
\frac{\tau}{\tau_{\mathrm{Y}}}=\left(\frac{2(1+v)}{3} \frac{\gamma}{\gamma_{\mathrm{Y}}}\right)^{m}
$$

where the Poisson ratio is included because manipulation is carried out for the uniaxial tension in plane stress state. Finally, the corresponding shear resistance can be expressed by

$$
\tau= \begin{cases}\frac{2 \mu(1+v)}{3} \gamma & \left(\tau \leq \tau_{\mathrm{Y}} ; \gamma \leq \frac{3 \gamma_{\mathrm{Y}}}{2(1+v)}\right)  \tag{9.142}\\ \tau_{\mathrm{Y}}\left(\frac{2(1+v)}{3} \frac{\gamma}{\gamma_{\mathrm{Y}}}\right)^{m} & \left(\tau>\tau_{\mathrm{Y}}\right)\end{cases}
$$

The hardening coefficient $H$ can be defined by the slope of the stress-strain relation as

$$
H \equiv \frac{\mathrm{~d} \tau}{\mathrm{~d} \gamma}=m \frac{\tau_{\mathrm{Y}}}{\gamma_{\mathrm{Y}}} \frac{2(1+v)}{3}\left\{\frac{2(1+v)}{3} \frac{\gamma}{\gamma_{\mathrm{Y}}}\right\}^{m-1}=\frac{m E}{3}\left\{\frac{2(1+v)}{3} \frac{\gamma}{\gamma_{\mathrm{Y}}}\right\}^{m-1}
$$



Fig. 9.39 Power laws

Also, since $h_{1}$ is interpreted as the secant modulus, we can define a proper coefficient satisfying $H<h_{1}$ by

$$
\begin{equation*}
h_{1} \equiv \frac{\tau}{\gamma}=\frac{\tau_{\mathrm{Y}}}{\gamma_{\mathrm{Y}}} \frac{2(1+v)}{3}\left\{\frac{2(1+v)}{3} \frac{\gamma}{\gamma_{\mathrm{Y}}}\right\}^{m-1}=\frac{E}{3}\left\{\frac{2(1+v)}{3} \frac{\gamma}{\gamma_{\mathrm{Y}}}\right\}^{m-1}, \quad H=m h_{1}<h_{1} . \tag{9.143a,b}
\end{equation*}
$$

As for the Poisson ratio, if it is considered to be an apparent material parameter in the large plastic strain state of the elastic-plastic body, it may be approximated to be $v=1 / 2$ because the metal plasticity has incompressible property. Then, the power law above can be rewritten as

$$
\tau=\left\{\begin{array}{ll}
\mu \gamma & \left(\tau \leq \tau_{\mathrm{Y}} ; \gamma \leq \gamma_{\mathrm{Y}}\right)  \tag{9.144}\\
\tau_{\mathrm{Y}}\left(\frac{\gamma}{\gamma_{\mathrm{Y}}}\right)^{m} & \left(\tau>\tau_{\mathrm{Y}}\right)
\end{array},\right.
$$

and the two hardening coefficients become

$$
\begin{equation*}
\frac{H}{\mu}=m\left(\frac{\gamma}{\gamma_{\mathrm{Y}}}\right)^{m-1}, \quad \frac{h_{1}}{\mu}=\left(\frac{\gamma}{\gamma_{\mathrm{Y}}}\right)^{m-1} \tag{9.145a,b}
\end{equation*}
$$

Only one parameter $m$ must be identified in some experiments, and $\gamma$ can be replaced by the effective plastic strain $\bar{\epsilon}^{\mathrm{p}}$. Or, more simply, from the two kinds of the plastic strain norms, the initial yield strain may be defined by $\epsilon_{\mathrm{Y}}=\frac{\gamma_{\mathrm{Y}}}{\sqrt{3}}$. Then, Eq.(9.141) becomes a model as

$$
\begin{equation*}
\frac{\widetilde{\sigma}}{\sigma_{\mathrm{Y}}}=\frac{\sqrt{3} \bar{\sigma}}{\sqrt{3} \tau_{\mathrm{Y}}}=\left(\frac{\bar{\epsilon}^{\mathrm{p}}}{\sqrt{3}} \frac{\sqrt{3}}{\gamma_{\mathrm{Y}}}\right)^{m} \quad \rightarrow \quad \frac{\bar{\sigma}}{\tau_{\mathrm{Y}}}=\left(\frac{\bar{\epsilon}^{\mathrm{p}}}{\gamma_{\mathrm{Y}}}\right)^{m} \tag{9.146a,b}
\end{equation*}
$$

We have an alternative power law called the modified Ludwik model [78, 85], which defines the yield function by

$$
\begin{equation*}
f \equiv \widetilde{\sigma}-\left\{\sigma_{\mathrm{Y}}+h\left(\tilde{\epsilon}^{\mathrm{P}}\right)^{n}\right\} . \tag{9.147}
\end{equation*}
$$

Since this model is also based on the uniaxial tensile test, the effective stress and the effective plastic strain of Eqs.(9.29) and (9.30) are used. Then, it can be converted to the shearing yield function as

$$
\begin{equation*}
f \equiv \bar{\sigma}-\left\{\tau_{\mathrm{Y}}+\frac{h}{\sqrt{3}}\left(\tilde{\epsilon}^{\mathrm{p}}\right)^{n}\right\}=\bar{\sigma}-\left\{\tau_{\mathrm{Y}}+\frac{h}{(\sqrt{3})^{n+1}}\left(\bar{\epsilon}^{\mathrm{p}}\right)^{n}\right\} . \tag{9.148}
\end{equation*}
$$

The corresponding hardening coefficient $H$ can be evaluated by its definition of Eq.(9.64b) as

$$
\begin{equation*}
H=\frac{\partial \bar{\tau}_{\mathrm{Y}}}{\partial \bar{\epsilon}^{\mathrm{p}}}=\frac{\partial \bar{\tau}_{\mathrm{Y}}}{\partial \tilde{\epsilon}^{\mathrm{p}}} \frac{\partial \tilde{\epsilon}^{\mathrm{p}}}{\partial \bar{\epsilon}^{\mathrm{p}}}=\frac{1}{\sqrt{3}} \frac{\partial \bar{\tau}_{\mathrm{Y}}}{\partial \tilde{\epsilon}^{\mathrm{p}}}=\frac{h n}{3}\left(\tilde{\epsilon}^{\mathrm{p}}\right)^{n-1}=\frac{h n}{(\sqrt{3})^{n+1}}\left(\bar{\epsilon}^{\mathrm{p}}\right)^{n-1} . \tag{9.149}
\end{equation*}
$$

Several examples are depicted in the right figure of Fig. 9.39.

## Chapter 10

## Finite Deformation Theory

### 10.1 What is Finite Deformation?

The word 'finite' does not mean 'bounded' but has a meaning opposite to 'infinitesimal;' i.e. 'large.' However, it does not always imply ${ }^{1}$ that the material nonlinearity must be taken into account. We here put emphasis mainly on the geometric nonlinearity in the theory of finite deformation.

Product symbols: For simplicity, symbols to express products of the same order tensors appeared in both sides of equations are omitted; e.g.

$$
\boldsymbol{A}=\boldsymbol{B} \cdot \boldsymbol{C}=\boldsymbol{B} \boldsymbol{C} \quad\left(A_{i j}=B_{i k} C_{k j}\right), \quad \boldsymbol{D}=\boldsymbol{S}: \boldsymbol{Q}=\boldsymbol{S} \boldsymbol{Q} \quad\left(D_{i j k l}=S_{i j m n} Q_{m n k l}\right),
$$

while the following symbols are used otherwise;

$$
\begin{gathered}
s=\boldsymbol{u} \cdot \boldsymbol{v} \quad\left(s=u_{j} v_{j}\right), \quad \boldsymbol{u}=\boldsymbol{A} \cdot \boldsymbol{v}=\boldsymbol{w} \cdot \boldsymbol{B} \quad\left(u_{i}=A_{i j} v_{j}=w_{j} B_{j i}\right), \quad \boldsymbol{w}=\boldsymbol{u} \times \boldsymbol{v} \quad\left(w_{i}=e_{i j k} u_{j} v_{k}\right), \\
t=\boldsymbol{A}: \boldsymbol{B} \quad\left(t=A_{i j} B_{i j}\right), \quad \boldsymbol{A}=\boldsymbol{D}: \boldsymbol{B} \quad\left(A_{i j}=D_{i j k l} B_{k l}\right), \\
\boldsymbol{A}=\boldsymbol{v} \otimes \boldsymbol{w} \quad\left(A_{i j}=v_{i} w_{j}\right), \quad \boldsymbol{Q}=\boldsymbol{A} \otimes \boldsymbol{B} \quad\left(Q_{i j k l}=A_{i j} B_{k l}\right) .
\end{gathered}
$$

And, matrices are denoted by symbols with parentheses as follows;

$$
(A)=(B)(C) \quad\left(\boldsymbol{A}=\boldsymbol{B} \boldsymbol{C}, A_{i j}=B_{i k} C_{k j}\right) .
$$

### 10.2 Strains and Strain Rates

### 10.2.1 Deformation and Strain

## (1) Kinematics and Deformation Gradient

Let $t$ define a monotonically increasing independent variable called time to indicate history of deformation of continua as has been also defined in Chap. 9. However, this variable $t$ is not necessarily the real 'time' because dynamic responses or the viscoelasticity are not topics of this chapter. The body is stated to be in the initial configuration at time $t=0$. By many kinds of actions from outside, the body displaces, deforms and occupies some region of the space in a current configuration at time $t=t$. First of all, a spatially fixed rectangular Cartesian coor-


Fig. 10.1 Base vectors and configurations dinate system is introduced, and its unit base vectors are denoted by $\boldsymbol{g}_{i}(i=1,2,3)$. Also, these base vectors are embedded into the body in the initial configuration. The embedded base vectors in the current configuration are denoted by $\boldsymbol{G}_{I}(t)(I=1,2,3)$ at $t=t$, and they satisfy $\boldsymbol{G}_{I}(0)=\boldsymbol{g}_{i}(I=i)$ at $t=0$. After undergoing arbitrary

[^16]deformation, the base vectors move, rotate and deform according to the deformation of the body. The coordinate system defined by these embedded base vectors is called the embedded coordinate system. As is illustrated in Fig. 10.1, it forms a general curvilinear coordinate system, and the base vectors $\boldsymbol{G}_{I}$ are no longer unit and become non-orthogonal to each other. Incidentally, the configuration when tensors are defined is called the reference configuration.

For the time being, most physical quantities i.e. most tensors are defined in the initial state as their reference. Let $\boldsymbol{X}=X_{I} \boldsymbol{g}_{I}$ denote the position vector of each material point of the body in the initial configuration. The upper-case letters are used for the subscripts when the tensors are defined referring to the initial configuration; i.e. when the material points $\boldsymbol{X}$ are traced during deformation. However, note that $\boldsymbol{g}_{I}=\boldsymbol{g}_{i}$ and $\boldsymbol{X}_{I}=\boldsymbol{X}_{i}(I=i)$. The position vector in the current configuration at $t=t$ of the material point $\boldsymbol{X}$ is denoted by $\boldsymbol{x}(\boldsymbol{X}, t)=x_{i}(\boldsymbol{X}, t) \boldsymbol{g}_{i}$. Then, the displacement vector (tensor) $\boldsymbol{u}$ of the material point can be defined by the difference between the two position vectors in the initial and current configurations as

$$
\begin{equation*}
\boldsymbol{u}=U_{I}(\boldsymbol{X}) \boldsymbol{g}_{I}=u_{i}(\boldsymbol{x}) \boldsymbol{g}_{i} \equiv \boldsymbol{x}-\boldsymbol{X}, \quad U_{I}(\boldsymbol{X}) \equiv x_{i}(\boldsymbol{X})-X_{I}, \quad u_{i}(\boldsymbol{x}) \equiv x_{i}-X_{I}(\boldsymbol{x}), \quad(I=i), \tag{10.1a,b,c}
\end{equation*}
$$

where the last expression can become possible when the inverse relation such as Eq.(10.15) holds.

## (2) Definitions of Deformation and Strain

Deformation may be defined by the changes of lengths and angles of arbitrary differential elements, which can be expressed in the initial and current configurations by

$$
\mathrm{d} \boldsymbol{X}=\mathrm{d} X_{I} \boldsymbol{g}_{I}, \quad \mathrm{~d} \boldsymbol{x}=\mathrm{d} x_{i} \boldsymbol{g}_{i},
$$

respectively. Application of the chain rule to the second equation results in a definition as

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=F_{i J}(\boldsymbol{X}) \mathrm{d} X_{J} \boldsymbol{g}_{i}, \quad F_{i J}(\boldsymbol{X}) \equiv \frac{\partial x_{i}(\boldsymbol{X})}{\partial X_{J}}=x_{i, J} \tag{10.2a,b}
\end{equation*}
$$

where a comma in the subscript represents the (covariant) differentiation with respect to the independent variable indicated by the following subscript. The tensor $\boldsymbol{F}$ is called the deformation gradient. Substituting Eq.(10.1) into this equation, we can express the deformation gradient as

$$
\begin{equation*}
F_{i J}=\left(X_{I}+U_{I}\right)_{, J}=\delta_{I J}+U_{I, J}, \quad(I=i), \tag{10.3}
\end{equation*}
$$

where $\delta_{I J}$ is the Kronecker delta. Incidentally, since the embedded base vectors $\boldsymbol{G}_{I}$ are attached to the vector $\mathrm{d} \boldsymbol{X}$ in the initial configuration, the following manipulation yields a relation to the spatially fixed base vectors as

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\mathrm{d} x_{j} \boldsymbol{g}_{j}=x_{j, I} \mathrm{~d} X_{I} \boldsymbol{g}_{j}=F_{j I} \boldsymbol{g}_{j} \mathrm{~d} X_{I}=\boldsymbol{G}_{I} \mathrm{~d} X_{I} \quad \rightarrow \quad \boldsymbol{G}_{I}=F_{j I} \boldsymbol{g}_{j} . \tag{10.4}
\end{equation*}
$$

Or, this may be considered as a definition of the embedded base vectors $\boldsymbol{G}_{I}$.
In order to define a measure of deformation, let us estimate the length of a differential element $\mathrm{d} s$ in the current configuration. Namely, using Eq.(10.2), we can express it by

$$
\begin{equation*}
(\mathrm{d} s)^{2}=\mathrm{d} \boldsymbol{x} \cdot \mathrm{~d} \boldsymbol{x}=\left(F_{i J} \mathrm{~d} X_{J} \boldsymbol{g}_{i}\right) \cdot\left(F_{i K} \mathrm{~d} X_{K} \boldsymbol{g}_{i}\right)=F_{i J} F_{i K} \mathrm{~d} X_{J} \mathrm{~d} X_{K}, \tag{10.5}
\end{equation*}
$$

from which a new measure $\boldsymbol{C}(\boldsymbol{X})$ can be defined by

$$
\begin{equation*}
(\mathrm{d} s)^{2}=C_{I J} \mathrm{~d} X_{I} \mathrm{~d} X_{J}, \quad C_{I J}(\boldsymbol{X}) \equiv F_{k I} F_{k J}=x_{k, I} x_{k, J}, \quad \boldsymbol{C}=\boldsymbol{F}^{\mathrm{T}} \boldsymbol{F}, \quad(C) \equiv(F)^{\mathrm{T}}(F), \quad C_{I J}=C_{J I} . \tag{10.6a,b,c,d,e}
\end{equation*}
$$

This tensor $\boldsymbol{C}(\boldsymbol{X})$ is called the right Cauchy-Green deformation tensor. Similarly, since the length of the differential element of Eq.(10.5) in the initial configuration can be expressed by

$$
\begin{equation*}
(\mathrm{d} S)^{2}=\mathrm{d} \boldsymbol{X} \cdot \mathrm{~d} \boldsymbol{X}=\delta_{J K} \mathrm{~d} X_{J} \mathrm{~d} X_{K}, \tag{10.7}
\end{equation*}
$$

another measure of deformation can be defined by the change of the squared lengths of the differential elements as

$$
\begin{equation*}
2 E_{I J} \mathrm{~d} X_{I} \mathrm{~d} X_{J} \equiv(\mathrm{~d} s)^{2}-(\mathrm{d} S)^{2}, \tag{10.8}
\end{equation*}
$$

and $\boldsymbol{E}(\boldsymbol{X})$ is called the Green strain. Substituting Eq.(10.5) into this definition, and considering Eq.(10.6), we obtain

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{X}) \equiv \frac{1}{2}(\boldsymbol{C}-\boldsymbol{I}), \quad E_{I J}(\boldsymbol{X})=\frac{1}{2}\left(C_{I J}-\delta_{I J}\right)=\frac{1}{2}\left(F_{k I} F_{k J}-\delta_{I J}\right), \quad E_{I J}=E_{J I}, \tag{10.9a,b,c}
\end{equation*}
$$

where the tensor $\boldsymbol{I}$ is called the identity tensor of the second order and has components given by the Kronecker delta (or a proper metric tensor). Or, using Eq.(10.4), we can write

$$
\begin{equation*}
E_{I J}=\frac{1}{2}\left(\boldsymbol{G}_{I} \cdot \boldsymbol{G}_{J}-\boldsymbol{g}_{i} \cdot \boldsymbol{g}_{j}\right) \tag{10.10}
\end{equation*}
$$

which shows a physical meaning of this strain tensor more clearly. Namely, although the manipulation above is simply based on the change of the lengths of the differential elements, the Green strain tensor $\boldsymbol{E}(\boldsymbol{X})$ expressed by the 'inner products' in Eq.(10.10) has characteristics of the changes of not only the lengths of the embedded base vectors but also the angles between the base vectors. Furthermore, substitution of Eq.(10.3) into this definition yields an expression ${ }^{2}$ in terms of the displacement as

$$
\begin{align*}
E_{I J} & =\frac{1}{2}\left\{\left(\delta_{K I}+U_{K, I}\right)\left(\delta_{K J}+U_{K, J}\right)-\delta_{I J}\right\}=\frac{1}{2}\left\{\delta_{I J}+U_{I, J}+U_{J, I}+U_{K, I} U_{K, J}-\delta_{I J}\right\} \\
& =\frac{1}{2}\left(U_{I, J}+U_{J, I}+U_{K, I} U_{K, J}\right) . \tag{10.11}
\end{align*}
$$

Neglect of the nonlinear term results in the strain expression of Eq.(2.6) in the infinitesimal deformation theory. Independent variables of this strain tensor are the position vector $\boldsymbol{X}$ of the material points in the initial configuration; i.e. the tensor refers to the initial state as its reference configuration, but it represents the deformation at the position $\boldsymbol{x}$ in the current configuration. This kind of description is called the Lagrangian description of tensors. Therefore, its strain components correspond to the strains traced and measured by strain gauges attached to a material point during experiments. However, for example, the component $E_{11}=1 / 2\left(\left|\boldsymbol{G}_{1}\right|^{2}-\left|\boldsymbol{g}_{1}\right|^{2}\right)$ represents the change of the squared lengths, and thus it does not have the same value as the measurement by the strain gauge. Incidentally, the following definition called the 'elongation' cannot be used as a strain measure;

$$
\text { elongation } \equiv \frac{(\mathrm{d} \boldsymbol{x}-\mathrm{d} \boldsymbol{X}) \cdot \mathrm{d} \boldsymbol{X}}{\mathrm{~d} \boldsymbol{X} \cdot \mathrm{~d} \boldsymbol{X}}
$$

because it is simply the displacement gradient defined by

$$
\begin{equation*}
(\text { elongation })_{i J}=F_{i J}-\delta_{i J}=u_{i, J}=U_{I, J} \tag{10.12}
\end{equation*}
$$

which includes not only deformation but also rigid-body rotation as will be explained in the next section.
Finally, the differential volume element $\mathrm{d} v$ in the current configuration can be defined by

$$
\mathrm{d} v \equiv \boldsymbol{G}_{1} \cdot\left(\boldsymbol{G}_{2} \times \boldsymbol{G}_{3}\right) \mathrm{d} V, \quad \mathrm{~d} V \equiv \mathrm{~d} X_{1} \mathrm{~d} X_{2} \mathrm{~d} X_{3},
$$

and substitution of Eq.(10.4) leads to

$$
\frac{\mathrm{d} v}{\mathrm{~d} V} \equiv F_{j 1} F_{k 2} F_{l 3} \boldsymbol{g}_{j} \cdot\left(\boldsymbol{g}_{k} \times \boldsymbol{g}_{l}\right)=F_{j 1} F_{k 2} F_{l 3} \boldsymbol{g}_{j} \cdot e_{i k l} \boldsymbol{g}_{i}=F_{j 1} F_{k 2} F_{l 3} \delta_{j i} e_{i k l}=F_{j 1} F_{k 2} F_{l 3} e_{j k l}=\operatorname{det}\left(F_{i J}\right),
$$

where $e_{i j k}$ is the permutation symbol given by Eq.(D.15). Therefore, we can express it as

$$
\begin{equation*}
\frac{\mathrm{d} v}{\mathrm{~d} V}=J \equiv \operatorname{det}\left(F_{i J}\right)=\operatorname{det}\left(\frac{\partial x_{i}}{\partial X_{J}}\right)=\frac{1}{6} e_{i j k} e_{I J K} F_{i I} F_{j J} F_{k K}, \tag{10.13}
\end{equation*}
$$

where $J$ is called the Jacobian. When mass densities in the initial and current configurations are denoted by $\rho_{0}$ and $\rho$ respectively, the conservation law of mass demands a relation as

$$
\begin{equation*}
\rho_{0} \mathrm{~d} V=\rho \mathrm{d} v \quad \rightarrow \quad J=\frac{\rho_{0}}{\rho} . \tag{10.14}
\end{equation*}
$$

Therefore, $J$ remains positive definite and bounded during arbitrary deformation paths, and a matrix form of the deformation gradient has a unique inverse matrix. Furthermore, when the position vector in the current configuration is expressed by a function as

$$
\boldsymbol{x}=\boldsymbol{f}(\boldsymbol{X}, t), \quad F_{i J}=\frac{\partial x_{i}}{\partial X_{j}},
$$

[^17]we can have a unique inverse relation as
\[

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{f}^{-1}(\boldsymbol{x}, t), \quad\left(F^{-1}\right)_{I j}=\frac{\partial X_{I}}{\partial x_{j}} \tag{10.15a,b}
\end{equation*}
$$

\]

Since the matrix $(F)$ is a $3 \times 3$ matrix, its inverse can be calculated by

$$
\left(F^{-1}\right)_{I j}=\frac{1}{2 J} e_{I M N} e_{j m n} F_{M m} F_{N n}
$$

where $\left(1 / 2 e_{I M N} e_{j m n} F_{M m} F_{N n}\right)$ is the cofactor matrix of the matrix $(F)$.

## (3) Deformation and Rigid-Body Rotation

It should be noted that the deformation gradient and the displacement gradient include not only the deformation but also the rotation. On the contrary, it is expected that the deformation tensor $\boldsymbol{C}$ and the Green strain tensor $\boldsymbol{E}$ have only the straining part which represents genuine resistance characteristics of the body. We here try to extract a rotation part $\boldsymbol{R}$ from the deformation gradient. In general, a rotation can be expressed by a matrix $(R)$ which has the following characteristics;

$$
\begin{equation*}
(R)^{-1}=(R)^{\mathrm{T}}, \quad \operatorname{det}(R)=+1 \tag{10.16a,b}
\end{equation*}
$$

i.e. the same as the properties of the coordinate transformation (orthonormal) matrix. Now, we can decompose the deformation gradient into the following two parts as

$$
\begin{equation*}
\boldsymbol{F}=\boldsymbol{R} \boldsymbol{U}, \quad F_{i J}=R_{i K} U_{K J}, \quad R_{i K} R_{j K}=\delta_{i j}, \quad R_{i M} R_{i N}=\delta_{M N}, \quad U_{K J}=U_{J K}, \tag{10.17a,b,c,d,e}
\end{equation*}
$$

which is called the polar decomposition theorem. It is known that the tensor $\boldsymbol{U}(\boldsymbol{X})$ becomes symmetric, and this tensor $\boldsymbol{U}$ represents a pure deformation component in the deformation gradient $\boldsymbol{F}$. Substitution of this relation into Eq.(10.6) yields another expression of the deformation tensor $\boldsymbol{C}$ as

$$
\begin{align*}
C_{I J} & =F_{k I} F_{k J}=\left(R_{k M} U_{M I}\right)\left(R_{k L} U_{L J}\right)=U_{M I} U_{L J} R_{k M} R_{k L}=U_{M I} U_{L J} \delta_{M L}=U_{L I} U_{L J},  \tag{10.18a}\\
\boldsymbol{C} & =\boldsymbol{F}^{\mathrm{T}} \boldsymbol{F}=\boldsymbol{U}^{\mathrm{T}} \boldsymbol{U}, \quad(C)=(F)^{\mathrm{T}}(F)=(U)^{\mathrm{T}}(U), \tag{10.18b,c}
\end{align*}
$$

revealing that the deformation tensor $\boldsymbol{C}$ does not have the rotational component. Therefore, the Green strain tensor $\boldsymbol{E}$ in Eq.(10.9) is also free from the rotation. This tensor $\boldsymbol{U}$ is called the right stretch tensor, and its principal values are the principal stretches. Derivation of these two important tensors $\boldsymbol{R}$ and $\boldsymbol{U}$ will be explained later on.

Letting $\Lambda_{(I)}$ and $N^{(I)}(I=1,2,3)$ denote the principal stretches and their principal directions (unit vectors) respectively, we can express $\boldsymbol{U}$ in the matrix form as

$$
\begin{gather*}
(U)=(N)[\Lambda](N)^{\mathrm{T}}, \quad[\Lambda] \equiv\left(\begin{array}{ccc}
\Lambda_{(1)} & 0 & 0 \\
0 & \Lambda_{(2)} & 0 \\
0 & 0 & \Lambda_{(3)}
\end{array}\right),  \tag{10.19a,b}\\
(N) \equiv\left(\begin{array}{lll}
\boldsymbol{N}^{(1)} & \boldsymbol{N}^{(2)} & \boldsymbol{N}^{(3)}
\end{array}\right), \quad(N)^{-1}=(N)^{\mathrm{T}}, \tag{10.19c,d}
\end{gather*}
$$

where the matrix using the bracket $[\cdot]$ is a diagonal matrix. Since $(U)$ is a positive-definite symmetric real matrix, its principal values are positive real numbers, and their principal directions can be chosen to form an orthonormal set. Substituting this expression into Eq.(10.18), we can express the deformation tensor in the matrix form as

$$
\begin{equation*}
(C)=(F)^{\mathrm{T}}(F)=(U)^{\mathrm{T}}(U)=\left\{(N)[\Lambda]^{\mathrm{T}}(N)^{\mathrm{T}}\right\}\left\{(N)[\Lambda](N)^{\mathrm{T}}\right\}=(N)\left[\Lambda^{2}\right](N)^{\mathrm{T}} . \tag{10.20}
\end{equation*}
$$

Since $[\Lambda]$ is a diagonal matrix, $\left[\Lambda^{2}\right]$ is also a matrix with $\Lambda_{(I)}^{2}$ in its diagonal elements. Therefore, we can conclude that

- Let $\boldsymbol{N}^{(N)}$ denote the principal directions of the deformation tensor $\boldsymbol{C}$.
- Let $\Lambda_{(N)}^{2}$ denote the principal values of $\boldsymbol{C}$,
and the right-stretch tensor $\boldsymbol{U}$ has the principal values $\Lambda_{(N)}$ with the same principal directions as those of $\boldsymbol{C}$. In the matrix form, these relations are written as

$$
\begin{equation*}
(U)=(C)^{1 / 2}, \quad(C)=(U)^{2} \tag{10.21a,b}
\end{equation*}
$$

Or, we usually express them by the spectral representation as

$$
\begin{array}{ll}
\boldsymbol{U}=\sum_{N=1}^{3} \Lambda_{(N)} \boldsymbol{N}^{(N)} \otimes \boldsymbol{N}^{(N)}, & (U)=(N)[\Lambda](N)^{\mathrm{T}} \\
\boldsymbol{C}=\sum_{N=1}^{3} \Lambda_{(N)}^{2} \boldsymbol{N}^{(N)} \otimes \boldsymbol{N}^{(N)}, & (C)=(N)\left[\Lambda^{2}\right](N)^{\mathrm{T}} \tag{10.22c,d}
\end{array}
$$

by the direct notation. Then, the following calculation determines $(U)$ and $(R)$;

1. By the eigenvalue analysis of the matrix $(C)$, obtain its principal values and directions.
2. Using square roots of the principal values and the corresponding principal directions, we can find $(U)$ from Eq.(10.22b).
3. Finally, from Eq.(10.17), the rotation can be evaluated as follows;

$$
(F)=(R)(U) \quad \rightarrow \quad(R)=(F)(U)^{-1}
$$

Also, the Green strain tensor can be written by the spectral representation as

$$
\begin{equation*}
\boldsymbol{E}=\sum_{N=1}^{3} \frac{1}{2}\left(\Lambda_{(N)}^{2}-1\right) \boldsymbol{N}^{(N)} \otimes \boldsymbol{N}^{(N)}, \quad(E)=(N)\left[\frac{1}{2}\left(\Lambda^{2}-1\right)\right](N)^{\mathrm{T}} \tag{10.23a,b}
\end{equation*}
$$

Therefore, the physical meanings of $\boldsymbol{C}$ and $\boldsymbol{E}$ are not so clear from a kinematical point of view, because their principal values are given by squared values of the principal stretches $\Lambda$. For example, components $E_{11}$ and $E_{22}$ in Eq.(10.10) are squared stretches in the two nonorthogonal directions. Furthermore, a component $E_{12}$ includes squared lengths of the two base vectors $\boldsymbol{G}_{1}$ and $\boldsymbol{G}_{2}$. Therefore, it does not seem to be straightforward to use this tensor $\boldsymbol{E}$ directly in any constitutive relations. From a viewpoint of constitutive laws, some kinds of physical components of the corresponding tensor such as

$$
\begin{equation*}
\sqrt{1+2 E_{11}}-1, \quad \frac{E_{12}}{\sqrt{1+2 E_{11}} \sqrt{1+2 E_{22}}} \tag{10.24a,b}
\end{equation*}
$$

seem to be appropriate to use.

## (4) Eulerian Quantities

An alternative polar decomposition in its order of operation opposite to that of Eq.(10.17) is possible as

$$
\begin{equation*}
\boldsymbol{F}=\boldsymbol{v} \boldsymbol{R}, \quad F_{i J}=v_{i k} R_{k J}, \quad v_{i k}=v_{k i}, \tag{10.25a,b,c}
\end{equation*}
$$

where $\boldsymbol{v}$ is a new stretch tensor. Substitution of this equation into Eq.(10.6) yields relations as

$$
\begin{equation*}
C_{I J}=F_{k I} F_{k J}=\left(v_{k l} R_{l I}\right)\left(v_{k m} R_{m J}\right)=R_{l I} v_{k l} v_{k m} R_{m J}=R_{l I} b_{l m} R_{m J}, \quad b_{l m} \equiv v_{k l} v_{k m}=v_{l k} v_{m k}, \tag{10.26a,b}
\end{equation*}
$$

where a new quantity $\boldsymbol{b}$ is introduced. Then, multiplying the rotation to this relation Eq.(10.26a) from its left and right sides, we can express $\boldsymbol{b}$ in another form as

$$
R_{i I} C_{I J} R_{j J}=R_{i I} R_{l I} b_{l m} R_{m J} R_{j J}=\delta_{i l} b_{l m} \delta_{m j}=b_{i j}
$$

which indicates that the tensor $\boldsymbol{b}$ represents the essential deformation component observed in a rotated coordinate system.

Using the inverse relation in Eq.(10.15), we can express the differential element of $\mathrm{d} S$ in Eq.(10.7) as

$$
\begin{equation*}
(\mathrm{d} S)^{2}=\mathrm{d} \boldsymbol{X} \cdot \mathrm{~d} \boldsymbol{X}=X_{I, j} \mathrm{~d} x_{j} \boldsymbol{g}_{I} \cdot X_{J, k} \mathrm{~d} x_{k} \boldsymbol{g}_{J}=X_{I, j} X_{I, k} \mathrm{~d} x_{j} \mathrm{~d} x_{k}=\left(F_{j I} F_{k I}\right)^{-1} \mathrm{~d} x_{j} \mathrm{~d} x_{k} \tag{10.27}
\end{equation*}
$$

Substituting the polar decomposition of Eq.(10.25) into the part $F_{j I} F_{k I}$ in the above equation results in another expression of $b_{j k}$ in Eq.(10.26) as

$$
F_{j I} F_{k I}=\left(v_{j l} R_{l I}\right)\left(v_{k m} R_{m I}\right)=R_{l I} v_{j l} v_{k m} R_{m I}=v_{j l} v_{k m} \delta_{l m}=v_{j l} v_{k l}=b_{j k} .
$$

Eventually, we have another definition and other relations as

$$
\begin{equation*}
\boldsymbol{b} \equiv \boldsymbol{F} \boldsymbol{F}^{\mathrm{T}}=\boldsymbol{v} \boldsymbol{v}^{\mathrm{T}}, \quad b_{j k} \equiv F_{j I} F_{k I}=v_{j l} v_{k l}, \quad(\mathrm{~d} S)^{2}=\left(b_{j k}\right)^{-1} \mathrm{~d} x_{j} \mathrm{~d} x_{k}, \quad b_{j k}=b_{k j} \tag{10.28a,b,c,d}
\end{equation*}
$$

The tensor $\boldsymbol{b}(\boldsymbol{x})$ is called the left Cauchy-Green deformation tensor and is an Eulerian description of deformation corresponding to the right Cauchy-Green deformation tensor $\boldsymbol{C}(\boldsymbol{X})$ by the Lagrangian description. Similarly, the tensor $\boldsymbol{v}(\boldsymbol{x})$ is a counterpart of $\boldsymbol{U}(\boldsymbol{X})$ and is called the left stretch tensor. It is quite interesting that the principal values of $\boldsymbol{v}$ are the same as those of $\boldsymbol{U}$, and the following spectral representations ${ }^{3}$ hold

$$
\begin{array}{ll}
\boldsymbol{v}=\sum_{n=1}^{3} \Lambda_{(n)} \boldsymbol{n}^{(n)} \otimes \boldsymbol{n}^{(n)}, & (v)=(n)[\Lambda](n)^{\mathrm{T}} \\
\boldsymbol{b}=\sum_{n=1}^{3} \Lambda_{(n)}^{2} \boldsymbol{n}^{(n)} \otimes \boldsymbol{n}^{(n)}, & (b)=(n)\left[\Lambda^{2}\right](n)^{\mathrm{T}}, \tag{10.29c,d}
\end{array}
$$

where

$$
\Lambda_{(n)}=\Lambda_{(N)}, \quad(n) \equiv\left(\begin{array}{lll}
\boldsymbol{n}^{(1)} & \boldsymbol{n}^{(2)} & \boldsymbol{n}^{(3)} \tag{10.30a,b,c}
\end{array}\right), \quad(n)^{-1}=(n)^{\mathrm{T}} .
$$

And, the relation between the principal directions $\boldsymbol{n}^{(n)}$ and $\boldsymbol{N}^{(N)}$ is given by

$$
\begin{equation*}
\boldsymbol{n}^{(n)}=\boldsymbol{R} \cdot \boldsymbol{N}^{(N)}, \quad n_{i}^{(n)}=R_{i J} N_{J}^{(N)}, \quad(n)=(R)(N) \tag{10.31a,b,c}
\end{equation*}
$$

Therefore, the principal directions $n^{(n)}$ are the directions of the principal stretches in the spatially fixed coordinate system, while the directions $\boldsymbol{N}^{(N)}$ indicate the principal directions in the embedded coordinate system: e.g. see Eqs.(10.36) and (10.37). Incidentally, between the two tensors $\boldsymbol{v}$ and $\boldsymbol{U}$, there exists the following relation;

$$
\begin{equation*}
(F)=(R)(U)=(v)(R) \quad \rightarrow \quad(v)=(R)(U)(R)^{\mathrm{T}}, \quad v_{i j}=R_{i K} U_{K L} R_{j L} \tag{10.32a,b}
\end{equation*}
$$

A new strain measure $\boldsymbol{e}(\boldsymbol{x})$ as a counterpart of the Green strain in Eq.(10.8) can be defined by

$$
2 e_{i j} \mathrm{~d} x_{i} \mathrm{~d} x_{j} \equiv(\mathrm{~d} s)^{2}-(\mathrm{d} S)^{2} .
$$

Substituting Eq.(10.27) into this definition, and using a relation as

$$
X_{J, k}=\delta_{J k}-u_{j, k}(\boldsymbol{x}), \quad j=J
$$

we can rewrite this strain tensor $\boldsymbol{e}(\boldsymbol{x})$ as

$$
\begin{equation*}
e_{i j}(\boldsymbol{x})=\frac{1}{2}\left(\delta_{i j}-b_{i j}\right)=\frac{1}{2}\left(u_{i, j}+u_{j, i}-u_{k, i} u_{k, j}\right) \tag{10.33}
\end{equation*}
$$

which is called the Almansi strain. It should be noted that, in this strain measure, the displacement expressed by the lower-case letter $\boldsymbol{u}$ is treated as a tensor function of the current position $\boldsymbol{x}$, and thus the derivatives are taken with respect to the independent variables $\boldsymbol{x}$ of the spatially fixed coordinate system; i.e. the lower-case letters are used in the indices following commas. Namely, while the Green strain is a measure of deformation of the material points traced during deformation, the Almansi strain represents deformation observed at particular points in space. The latter approach is called the Eulerian description. One typical example of the Eulerian description is an observation of fluid flow in a channel by fixed-point cameras through its transparent side wall. Also, for solids, an observation by contact-less devices to measure displacements and strains corresponds to the Eulerian description.


Fig. 10.2 Examples of stretch tensors

However, the Lagrangian description must be employed for solids when histories of (especially inelastic) deformation of the material points must be memorized. For fluids, an experiment to trace markers in the flow to obtain their trajectories is an example of the Lagrangian approach.

A simple example will show you clear physical meanings of the tensors introduced above. The left figure of Fig. 10.2 shows a kinematics of a body stretched by $\Lambda_{i}$ to the spatially fixed coordinate directions and rotated within the $x_{1}-x_{2}$ plane. Its deformation gradient can be given by

$$
(F)=\left(\frac{\partial x_{i}}{\partial X_{J}}\right)=\left(x_{i, J}\right)=\left(\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0  \tag{10.34}\\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
\Lambda_{1} & 0 & 0 \\
0 & \Lambda_{2} & 0 \\
0 & 0 & \Lambda_{3}
\end{array}\right)=\left(\begin{array}{ccc}
\Lambda_{1} \cos \alpha & -\Lambda_{2} \sin \alpha & 0 \\
\Lambda_{1} \sin \alpha & \Lambda_{2} \cos \alpha & 0 \\
0 & 0 & \Lambda_{3}
\end{array}\right) .
$$

Therefore, by the polar decomposition theorem, we obtain

$$
(R)=\left(\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0  \tag{10.35a,b}\\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right), \quad(U)=\left(\begin{array}{ccc}
\Lambda_{1} & 0 & 0 \\
0 & \Lambda_{2} & 0 \\
0 & 0 & \Lambda_{3}
\end{array}\right)
$$

Since $(U)$ is a diagonal matrix, its principal values are $\Lambda_{(N)}=\Lambda_{N}$, and their directions are

$$
\boldsymbol{N}^{(1)}=\left\{\begin{array}{l}
1  \tag{10.36a,b,c}\\
0 \\
0
\end{array}\right\}, \quad \boldsymbol{N}^{(2)}=\left\{\begin{array}{l}
0 \\
1 \\
0
\end{array}\right\}, \quad \boldsymbol{N}^{(3)}=\left\{\begin{array}{l}
0 \\
0 \\
1
\end{array}\right\} .
$$

Namely, the body is stretched to the $x_{i}$-directions of the body in the initial configuration. In other words, the principal directions are the directions of the embedded base vectors $\frac{\boldsymbol{G}_{I}}{\left|\boldsymbol{G}_{\boldsymbol{I}}\right|}$. Then from Eq.(10.31), we have

$$
\boldsymbol{n}^{(1)}=\left\{\begin{array}{c}
\cos \alpha  \tag{10.37a,b,c}\\
\sin \alpha \\
0
\end{array}\right\}, \quad \boldsymbol{n}^{(2)}=\left\{\begin{array}{c}
-\sin \alpha \\
\cos \alpha \\
0
\end{array}\right\}, \quad \boldsymbol{n}^{(3)}=\left\{\begin{array}{l}
0 \\
0 \\
1
\end{array}\right\}
$$

which are the directions of the three principal stretches $\Lambda_{I}$ with respect to the spatially fixed coordinate system in the current configuration. Furthermore, from either Eq.(10.29) or Eq.(10.32), the left stretch tensor is obtained as

$$
(v)=\left(\begin{array}{ccc}
\Lambda_{1} \cos ^{2} \alpha+\Lambda_{2} \sin ^{2} \alpha & \left(\Lambda_{1}-\Lambda_{2}\right) \sin \alpha \cos \alpha & 0 \\
\left(\Lambda_{1}-\Lambda_{2}\right) \sin \alpha \cos \alpha & \Lambda_{1} \sin ^{2} \alpha+\Lambda_{2} \cos ^{2} \alpha & 0 \\
0 & 0 & \Lambda_{3}
\end{array}\right)
$$

These two stretch tensors $\boldsymbol{U}$ and $\boldsymbol{v}$ are depicted in Fig. 10.2. Namely, the components of $\boldsymbol{v}$ represent (quite weird) stretches of the rotated body in the directions of the spatially fixed base vectors $\boldsymbol{g}_{i}$. From this example, we hope that the difference between $\boldsymbol{N}$ and $\boldsymbol{n}$ becomes clear for most readers.

Finally, in order to evaluate the Green strain tensor, let us calculate the displacement gradient from Eq.(10.34) to obtain

$$
\left(U_{I, J}\right)=\left(\begin{array}{ccc}
\Lambda_{1} \cos \alpha-1 & -\Lambda_{2} \sin \alpha & 0 \\
\Lambda_{1} \sin \alpha & \Lambda_{2} \cos \alpha-1 & 0 \\
0 & 0 & \Lambda_{3}-1
\end{array}\right)
$$

[^18]Substituting this equation into Eq.(10.11), we have no shearing components with

$$
\begin{equation*}
E_{11}=\frac{1}{2}\left(\Lambda_{1}^{2}-1\right), \quad E_{22}=\frac{1}{2}\left(\Lambda_{2}^{2}-1\right), \quad E_{33}=\frac{1}{2}\left(\Lambda_{3}^{2}-1\right) . \tag{10.38a,b,c}
\end{equation*}
$$

The same expressions can be obtained from the spectral representation in Eq.(10.23) using Eqs.(10.35b) and (10.36). As has been mentioned before, they include squared stretches so that the physical meanings are not clear at all. However, if some corresponding physical components of the Green strain can be defined as is shown in the formulation of the Bernoulli-Euler beam theory in Sec. B.2, the resulting equations become to have clear physical meanings.

## (5) Physical Meanings of Strain - What are Strains?

In constructing any constitutive models, we must choose proper measures of deformation which characterize some 'feelings' of resistance by the materials, although the materials cannot speak. In other words, such measures must directly express the essential strains from a physical point of view. As far as the definitions given above are concerned, the deformation tensor $\boldsymbol{C}$ and the Green strain tensor $\boldsymbol{E}$ are not appropriate to use, but the stretch tensors $\boldsymbol{U}$ and $\boldsymbol{v}$ may become candidates. Suppose that a $1 \times 1$ square deforms with no rotational component to become a parallelogram with two sides of length $a$ and included angles $\pi / 2 \pm 2 \gamma$ as is shown in Fig. 10.3. Then, the corresponding deformation gradient becomes

$$
\left(F_{i J}\right)=\left(U_{I J}\right)=\left(v_{i j}\right)=\left(\begin{array}{ccc}
a \cos \gamma & a \sin \gamma & 0  \tag{10.39}\\
a \sin \gamma & a \cos \gamma & 0 \\
0 & 0 & \Lambda_{3}
\end{array}\right)
$$



Fig. 10.3 Pure shear and biaxial stretch
where $\Lambda_{3}$ is the stretch to the $x_{3}$-direction. Since no rotation occurs, $\boldsymbol{R}=\boldsymbol{I}$, and $\boldsymbol{F}=\boldsymbol{U}=\boldsymbol{v}$. The eigenvalue analysis of $\boldsymbol{U}$ is carried out as

$$
\operatorname{det}\left(\begin{array}{ccc}
a \cos \gamma-\Lambda & a \sin \gamma & 0 \\
a \sin \gamma & a \cos \gamma-\Lambda & 0 \\
0 & 0 & \Lambda_{3}-\Lambda
\end{array}\right)=0 \quad \rightarrow \quad\left\{(a \cos \gamma-\Lambda)^{2}-a^{2} \sin ^{2} \gamma\right\}\left(\Lambda_{3}-\Lambda\right)=0
$$

and the principal stretches are obtained as

$$
\begin{equation*}
\Lambda_{(1)}=a(\cos \gamma+\sin \gamma), \quad \Lambda_{(2)}=a(\cos \gamma-\sin \gamma), \quad \Lambda_{(3)}=\Lambda_{3}, \tag{10.40a,b,c}
\end{equation*}
$$

with the corresponding principal directions

$$
\boldsymbol{N}^{(1)}=\frac{1}{\sqrt{2}}\left\{\begin{array}{l}
1  \tag{10.41a,b,c,d}\\
1 \\
0
\end{array}\right\}, \quad \boldsymbol{N}^{(2)}=\frac{1}{\sqrt{2}}\left\{\begin{array}{c}
1 \\
-1 \\
0
\end{array}\right\}, \quad \boldsymbol{N}^{(3)}=\left\{\begin{array}{l}
0 \\
0 \\
1
\end{array}\right\}, \quad \boldsymbol{n}^{(n)}=\boldsymbol{N}^{(N)}
$$

Namely, the stretch $\Lambda_{(1)}$ is oriented to the direction 45 degrees counterclockwise from the $x_{1}$-axis, while the stretch $\Lambda_{(2)}$ occurs to the direction normal to that of $\Lambda_{(1)}$. And, the lengths $\Lambda_{(1)}$ and $\Lambda_{(2)}$ coincide with two diagonal lengths of this parallelogram. Since the principal stretch $\Lambda$ and the angle change $\gamma$ are physical and measurable quantities, the right stretch tensor $\boldsymbol{U}$ can be considered as a candidate of the physical strain measures.

Extension: First of all, an extension can be represented by the measurement of the change of gauge length in a tensile test; i.e. $\left(\frac{\text { current length - initial length }}{\text { initial length }}\right)$. Such an extensional strain $\epsilon^{E}$ can be evaluated by

$$
\begin{equation*}
\epsilon^{E} \equiv a-1 \tag{10.42}
\end{equation*}
$$

in this figure; or it is equivalent to the principal stretch minus one when $\gamma=0$. When the length is doubled $(a=2)$, we have $\epsilon^{E}=1$, but $\epsilon^{E}=-0.5$ when the length becomes half $(a=1 / 2)$. This situation may not be so straightforward. On the other hand, a logarithmic strain $\epsilon^{L}$ can be defined by

$$
\begin{equation*}
\epsilon^{L} \equiv \ln (a) . \tag{10.43}
\end{equation*}
$$



Fig. 10.4 How extension is evaluated by each strain tensors

In this case, $\epsilon^{L}=1$ corresponds to a stretching as $a=e \simeq 2.72$, while $\epsilon^{L}=-1$ implies $a=1 / e \simeq 1 / 2.72=$ 0.368 . Therefore, in comparison with $\epsilon^{E}, \epsilon^{L}$ is a more comprehensible measure of strain and thus is often used in constructing constitutive models.

Since the extensional strain and logarithmic strain introduced above have more clear physical meanings than the Green strain, we here generalize these strains in three-dimensions using $\boldsymbol{U}$ from Eqs.(10.42) and (10.43) to define

$$
\begin{equation*}
\boldsymbol{E}^{E}(\boldsymbol{X}) \equiv \boldsymbol{U}-\boldsymbol{I}, \quad \boldsymbol{E}^{L}(\boldsymbol{X}) \equiv \ln (\boldsymbol{U}) \tag{10.44a,b}
\end{equation*}
$$

These are the extensional strain and the logarithmic strain respectively. Although the extensional strain $\boldsymbol{E}^{E}(\boldsymbol{X})$ looks similar to the inappropriate measure of deformation called 'elongation' in Eq.(10.12), it can be one of the proper measures beause $\boldsymbol{U}$ does not include the rotational part. In the spectral representation, we have

$$
\begin{equation*}
\boldsymbol{E}^{E}(\boldsymbol{X})=\sum_{N=1}^{3}\left(\Lambda_{(N)}-1\right) \boldsymbol{N}^{(N)} \otimes \boldsymbol{N}^{(N)}, \quad\left(E^{E}\right)=(N)[\Lambda-1](N)^{\mathrm{T}} \tag{10.45a,b}
\end{equation*}
$$

which is also known as Biot's strain tensor. And, the spectral expression of the logarithmic strain tensor $\boldsymbol{E}^{L}(\boldsymbol{X})$ is also given by

$$
\begin{equation*}
\boldsymbol{E}^{L}(\boldsymbol{X})=\sum_{N=1}^{3} \ln \left(\Lambda_{(N)}\right) \boldsymbol{N}^{(N)} \otimes \boldsymbol{N}^{(N)}, \quad\left(E^{L}\right)=(N)[\ln \Lambda](N)^{\mathrm{T}} \tag{10.46a,b}
\end{equation*}
$$

In the example above, from Eqs.(10.39), (10.40) and (10.41), strain components in the $x_{1}-x_{2}$ plane are

$$
\begin{align*}
& E_{11}^{E}=E_{22}^{E}=a \cos \gamma-1, \quad E_{12}^{E}=a \sin \gamma  \tag{10.47a,b}\\
& E_{11}^{L}=E_{22}^{L}=\frac{1}{2} \ln \left\{a^{2}\left(\cos ^{2} \gamma-\sin ^{2} \gamma\right)\right\}=\frac{1}{2} \ln \left(\Lambda_{(1)} \Lambda_{(2)}\right), \quad E_{12}^{L}=\frac{1}{2} \ln \left(\frac{\cos \gamma+\sin \gamma}{\cos \gamma-\sin \gamma}\right) \tag{10.47c,d}
\end{align*}
$$

As for the extensional strain, a shear component $E_{12}^{E}$ includes the stretch $a$, and a normal component $E_{11}^{E}$ also has the angle change $\gamma$. On the contrary, a shear component $E_{12}^{L}$ of the logarithmic strain is given by only the angle change, and its normal component $E_{11}^{L}$ includes only the principal stretches. On the other hand, the Green strain $\boldsymbol{E}$ in Eq.(10.9) by the Langrangian description has components as

$$
\begin{equation*}
E_{11}=E_{22}=\frac{1}{2}\left(a^{2}-1\right), \quad E_{12}=a^{2} \sin \gamma \cos \gamma \tag{10.48a,b}
\end{equation*}
$$

and, both components have $a^{2}$ as has been explained before.
Eqs.(10.35), (10.38), (10.39), (10.47) and (10.48) from Figs. 10.2 and 10.3 can be geometrically interpreted as follows;

Stretch $\boldsymbol{U}$ : stretches and angle changes in a coordinate system with the base vectors $\boldsymbol{R} \cdot \boldsymbol{g}_{i}$.
Extensional strain $\boldsymbol{E}^{E}$ : extensional strains and angle changes in a coordinate system with the base vectors $\boldsymbol{R} \cdot \boldsymbol{g}_{i}$.

Logarithmic strain $\boldsymbol{E}^{L}$ : similar to the extensional strain. But the components of extension and angle change are separated. Hence, it seems to be appropriate to use this measure in constitutive models because its components may be evaluated directly from experimental data.

Green's strain $\boldsymbol{E}$ : some kinds of deformation measures in an embedded curvilinear coordinate system with the base vectors $\frac{\boldsymbol{G}_{I}}{\left|\boldsymbol{G}_{\boldsymbol{I}}\right|}$. Quantity rather mathematical than physical.

It should be noted that all these tensors are rather mathematical, so that it may not be so easy to construct constitutive models by using experimental data to evaluate these tensor components. However, especially for solids, these Langrangian quantities are more usefull because minitoring devices such as strain gauges are installed directly on the body during experiments.

Fig. 10.4 illustrates relations between three components of these strain tensors and an extension of the side length in the forms of $(a-1)$ or $\ln (a)$. The abscissas span from half to twice the initial length. Note that the values of $E_{11}^{E}$ and $E_{11}^{L}$ are calculated from Eq.(10.47) by setting $\gamma=0$. As far as deformations are small enough, of course, there exist negligibly small differences between tensors.

Angle change: Fig. 10.5 shows shear components of the three strain tensors, in which abscissa is an angle change $\gamma$ divided by $\pi$ and spans $|\gamma|<\pi / 4$. Note that the values of $E_{12}^{E}$ and $E_{12}$ are calculated from Eq.(10.47) and (10.48) by setting $a=1$. Again, the differences between tensors are negligible when deformations are small, but, as the angle change becomes large, only the logarithmic strain $E_{12}^{L}$ increases rapidly to infinity. However, it is rather natural because, as $\gamma$ approaches to $\pm \pi / 4$, the volume of this parallelgram becomes significantly small. In other words, it is reasonable for the shear strain to become large when $\gamma \rightarrow \pm \pi / 4$.

On the other hand, two components $E_{12}^{E}$ and $E_{12}$ are bounded even when $\gamma \simeq \pm \pi / 4$. This is because we evaluate these by setting $a=1$, although this situation cannot hold when $\gamma$ becomes large. Namely, because of the conserva-


Fig. 10.5 How about shearing strain? tion law of mass, $a$ and $\Lambda_{3}$ must also become large as $\gamma$ approaches to $\pi / 4$. So that these tensor components must become very large according to the increase of $a$ and $\Lambda_{3}$. In other words, the effect of the stretches must be included in the shearing components of the extensional and Green strain tensors.

### 10.2.2 Rate of Change of Deformation

## (1) Strain Rates

Most engineering materials show plastic properties, in which the flow rule is usually defined in terms of the increments or rates of change of deformation as has been explained in Chap. 9. In such cases, since the incremental strains are given by instantaneous rates of change in the current configuration, we first introduce the Eulerian description of the strain rates. The velocity vector $\boldsymbol{v}(\boldsymbol{x})$ of a material point $\boldsymbol{X}$ located at a location $\boldsymbol{x}$ in the current configuration is defined by

$$
\begin{equation*}
\boldsymbol{V}(\boldsymbol{X}, t)=V_{I}(\boldsymbol{X}, t) \boldsymbol{g}_{I} \equiv \frac{\partial x_{i}(\boldsymbol{X}, t)}{\partial t} \boldsymbol{g}_{I}=\dot{x}_{i}(\boldsymbol{x}, t) \boldsymbol{g}_{I}=\dot{x}_{i}(\boldsymbol{x}, t) \boldsymbol{g}_{i}=v_{i}(\boldsymbol{x}, t) \boldsymbol{g}_{i}=\boldsymbol{v}(\boldsymbol{x}, t), \tag{10.49}
\end{equation*}
$$

where the super-dot represents the increment or the differential with respect to time (configuration or history of deformation). Then, the rate of change of the deformation gradient is expressed by

$$
\begin{equation*}
\dot{F}_{i J}=\dot{x}_{i, J}=v_{i, J}=v_{i, k} x_{k, J}, \quad \dot{\boldsymbol{F}}=\boldsymbol{l} \boldsymbol{F}, \quad l_{i k} \equiv v_{i, k} . \tag{10.50a,b,c}
\end{equation*}
$$

A new quantity $\boldsymbol{l}(\boldsymbol{x})$ is called the velocity gradient and satisfies

$$
\begin{equation*}
\boldsymbol{l}=\dot{\boldsymbol{F}} \boldsymbol{F}^{-1}, \quad(l)=(\dot{F})(F)^{-1}=(\partial v) \tag{10.51a,b}
\end{equation*}
$$

Next, the rate of change of the Green strain in Eq.(10.9) can be evaluated by

$$
\begin{aligned}
\dot{E}_{I J} & =\frac{1}{2}\left(\dot{F}_{k I} F_{k J}+F_{k I} \dot{F}_{k J}\right)=\frac{1}{2}\left(l_{k m} F_{m I} F_{k J}+F_{k I} l_{k m} F_{m J}\right) \\
& =\frac{1}{2}\left(l_{k m} F_{m I} F_{k J}+l_{m k} F_{m I} F_{k J}\right)=\frac{1}{2}\left(l_{m k}+l_{k m}\right) F_{m I} F_{k J},
\end{aligned}
$$

in which a new quantity $\boldsymbol{d}(\boldsymbol{x})$ is defined by

$$
\begin{align*}
\dot{E}_{I J} & =d_{m k} F_{m I} F_{k J}, \quad d_{m k} \equiv \frac{1}{2}\left(l_{m k}+l_{k m}\right)=\frac{1}{2}\left(v_{m, k}+v_{k, m}\right),  \tag{10.52a,b}\\
\dot{\boldsymbol{E}} & =\boldsymbol{F}^{\mathrm{T}} \boldsymbol{d} \boldsymbol{F}, \quad(\dot{E})=(F)^{\mathrm{T}}(d)(F), \quad \boldsymbol{d}=\frac{1}{2}\left(\boldsymbol{l}+\boldsymbol{l}^{\mathrm{T}}\right), \quad(d)=\frac{1}{2}\left\{(l)+(l)^{\mathrm{T}}\right\}, \tag{10.52c,d,e,f}
\end{align*}
$$

and is a typical strain rate called the deformation rate. Although the velocity gradient includes a rotational rate, multiplication of the deformation gradient $\boldsymbol{F}$ as Eq.(10.52c) removes a part of rotation, and the velocity gradient eventually represents a rate of change of genuine deformation part; i.e. strain rate. This may look like a velocity expression of the definition of the strain in Eq.(2.6) of the infinitesimal deformation theory, but you should notice that the independent variable is not a material point $\boldsymbol{X}$ but a current location $\boldsymbol{x}$, and that the derivatives are taken with respect to the spatially fixed coordinates $\boldsymbol{x}$ denoted by the lower-case letters after commas in the subscripts. Roughly speaking, a component $d_{11}$ can be interpreted as a rate of change of the logarithmic strain, because

$$
d_{11}=\frac{\partial \dot{x}_{1}}{\partial x_{1}} \simeq \frac{\Delta \dot{x}_{1}}{\Delta x_{1}}=\frac{\left(\Delta x_{1}\right)^{\cdot}}{\Delta x_{1}}=\left\{\ln \left(\Delta x_{1}\right)\right\}
$$

## (2) Spin

We also need to define some rates of change of rotation included in the deformation gradient $\boldsymbol{F}$. For example, the rotational part $\boldsymbol{R}$ of the polar decomposition of Eq.(10.17) may yield one definition of such rates, $\boldsymbol{\omega}^{R}(\boldsymbol{x})$, as

$$
\begin{equation*}
\dot{\boldsymbol{R}}=\omega^{R} \boldsymbol{R}, \quad \dot{R}_{i J}=\omega_{i k}^{R} R_{k J}, \quad(\dot{R})=\left(\omega^{R}\right)(R) \tag{10.53a,b,c}
\end{equation*}
$$

Moreover, other rotational rates $\boldsymbol{\Omega}^{L}(\boldsymbol{X})$ and $\boldsymbol{\omega}^{E}(\boldsymbol{x})$ can be defined [59] by the rates of change of the principal directions $\boldsymbol{N}^{(I)}$ and $\boldsymbol{n}^{(i)}$ of the stretch tensors $\boldsymbol{U}$ and $\boldsymbol{v}$ respectively as

$$
\begin{align*}
\dot{N}^{(I)} & =\boldsymbol{\Omega}^{L} \cdot \boldsymbol{N}^{(I)}, \quad \dot{N}_{J}^{(I)}=\Omega_{J K}^{L} N_{K}^{(I)}, \quad(\dot{N})=\left(\Omega^{L}\right)(N),  \tag{10.54a,b,c}\\
\dot{\boldsymbol{n}}^{(i)} & =\omega^{E} \cdot \boldsymbol{n}^{(i)}, \quad \dot{n}_{j}^{(i)}=\omega_{j k}^{E} n_{k}^{(i)}, \quad(\dot{n})=\left(\omega^{E}\right)(n) \tag{10.54~d,e,f}
\end{align*}
$$

Note that the antisymmetry as $\Omega_{M N}^{L}=-\Omega_{N M}^{L}, \omega_{m n}^{E}=-\omega_{n m}^{E}$ can be proved by the orthogonality conditions as $N_{K}^{(I)} N_{K}^{(J)}=\delta^{I J}$ and $n_{k}^{(i)} n_{k}^{(j)}=\delta^{i j}$ ( $\delta^{I J}$ and $\delta^{i j}$ are the Kronechker delta). Using these definitions, we can derive a relation from Eq.(10.31) as

$$
(\dot{n})=(\dot{R})(N)+(R)(\dot{N})=\left(\omega^{R}\right)(R)(N)+(R)\left(\Omega^{L}\right)(N)=\left(\omega^{E}\right)(n)=\left(\omega^{E}\right)(R)(N)
$$

Then, multiplying $(N)^{\mathrm{T}}(R)^{\mathrm{T}}$ from the right, we obtain a relation between these three rates as

$$
\begin{equation*}
\left(\omega^{E}\right)=\left(\omega^{R}\right)+(R)\left(\Omega^{L}\right)(R)^{\mathrm{T}}, \quad \omega_{i j}^{E}=\omega_{i j}^{R}+R_{i M} R_{j N} \Omega_{M N}^{L} \tag{10.55a,b}
\end{equation*}
$$

On the other hand, as a counterpart of the deformation rate in Eq.(10.52), we here introduce a rotational component of the velocity gradient. Such a rate in the current configuration can be defined by the component ${ }^{4}$ of the ordinary rotation vector $\omega$ of

$$
\omega \equiv \frac{1}{2} \boldsymbol{\partial} \times \boldsymbol{v} \quad \rightarrow \quad \omega_{i} \equiv \frac{1}{2} e_{i j k} \partial_{j} v_{k}=\frac{1}{2} e_{i j k} v_{k, j}=-e_{i \underline{j} \underline{k}} \frac{1}{2}\left(v_{\underline{j}, \underline{k}}-v_{\underline{k}, \underline{j}}\right),
$$

where no sum is carried out on underlined indices. Namely, we can define a new rate called the spin $\boldsymbol{w}$ by

$$
\begin{equation*}
w_{i j} \equiv \frac{1}{2}\left(l_{i j}-l_{j i}\right)=\frac{1}{2}\left(v_{i, j}-v_{j, i}\right), \quad(w)=\frac{1}{2}\left\{(l)-(l)^{\mathrm{T}}\right\} \quad \rightarrow \quad \omega_{i}=-\frac{1}{2} e_{i j k} w_{j k} . \tag{10.56a,b,c}
\end{equation*}
$$

Hence comes

$$
\begin{equation*}
l_{i j}=d_{i j}+w_{i j}, \quad \boldsymbol{l}=\boldsymbol{d}+\boldsymbol{w}, \quad(l)=(d)+(w) \tag{10.57a,b,c}
\end{equation*}
$$

showing that the deformation rate $\boldsymbol{d}$ and the spin $\boldsymbol{w}$ are the symmetric and antisymmetric parts of the velocity gradient $\boldsymbol{l}$ respectively. Relations between these rotational rates will be given later on.

[^19]
## (3) Rate of Change of Volume

A time derivative of Eq.(10.13) yields the rate of change of the volumetric deformation as

$$
\begin{aligned}
\dot{J} & =\frac{\partial\left(1 / 6 e_{i j k} e_{I J K} F_{i I} F_{j J} F_{k K}\right)}{\partial t}=\frac{1}{6} e_{i j k} e_{I J K}\left(\dot{F}_{i I} F_{j J} F_{k K}+F_{i I} \dot{F}_{j J} F_{k K}+F_{i I} F_{j J} \dot{F}_{k K}\right) \\
& =\frac{1}{6}\left(e_{i j k} e_{I J K} v_{i, m} F_{m I} F_{j J} F_{k K}+\cdots\right)=\frac{1}{6}\left(v_{i, m} e_{i j k} e_{m j k} J+\cdots\right)=\frac{1}{6}\left(v_{i, m} 2 \delta_{i m} J+\cdots\right) \\
& =\frac{1}{6}\left(2 v_{i, i} J+2 v_{i, i} J+2 v_{i, i} J\right)=J v_{i, i},
\end{aligned}
$$

from which, we have

$$
\begin{equation*}
\dot{J}=J d_{k k} \quad \rightarrow \quad\left(\frac{\mathrm{~d} v}{\mathrm{~d} V}\right)^{\cdot}=\frac{\mathrm{d} v}{\mathrm{~d} V} d_{k k} \tag{10.58}
\end{equation*}
$$

Also, substituting Eq.(10.58) after taking a time derivative of the conservation law of mass in Eq.(10.14), we obtain a relation about the change of the mass density as

$$
\begin{equation*}
\dot{\rho}_{0}=0=\dot{\rho} J+\rho \dot{J}=\dot{\rho} J+\rho d_{k k} J \quad \rightarrow \quad \dot{\rho}+\rho d_{k k}=0 \tag{10.59}
\end{equation*}
$$

which is an alternative expression of the conservation law of mass. Incidentally, the incompressibility of materials such as the perfect fluid can be expressed by the condition

$$
\begin{equation*}
\dot{J}=0 \quad \rightarrow \quad d_{k k}=0 \tag{10.60}
\end{equation*}
$$

which is called the equation of continuity in the fluid mechanics.

## (4) Acceleration and Material Derivative

We here discuss about the inertia term in the Eulerian description. The acceleration $\boldsymbol{a}(\boldsymbol{x}, t)$ is a rate of change of the velocity expressed by

$$
\begin{equation*}
\boldsymbol{a}(\boldsymbol{x}, t) \equiv \dot{\boldsymbol{v}}(\boldsymbol{x}, t)=a_{i}(\boldsymbol{x}, t) \boldsymbol{g}_{i} . \tag{10.61}
\end{equation*}
$$

However, the acceleration in the equation of motion is a physical entity called the inertia of a 'material point' $\boldsymbol{X}$; i.e. it must be a function of $\boldsymbol{X}$. Since the current position $\boldsymbol{x}$ is a function of the corresponding material point $\boldsymbol{X}$, the argument in Eq.(10.61) must be interpreted as $\boldsymbol{x}(\boldsymbol{X}, t)$. Therefore, the chain rule leads to the following expression of the acceleration:

$$
\begin{equation*}
a_{i}(\boldsymbol{x}, t)=\dot{v}_{i}(\boldsymbol{x}, t)=\dot{v}_{i}(\boldsymbol{x}(\boldsymbol{X}, t), t)=\frac{\partial v_{i}(\boldsymbol{x}, t)}{\partial t}+\frac{\partial v_{i}(\boldsymbol{x}, t)}{\partial x_{j}} \frac{\partial x_{j}}{\partial t}=\frac{\partial v_{i}(\boldsymbol{x}, t)}{\partial t}+v_{i, j}(\boldsymbol{x}, t) v_{j}(\boldsymbol{x}, t) . \tag{10.62}
\end{equation*}
$$

In this particular case, the super-dot represents the rate of change of quantities of a particular material point, and the operation

$$
\begin{equation*}
\frac{\mathrm{D} v_{i}}{\mathrm{D} t}=\frac{\mathcal{D} v_{i}}{\mathcal{D} t}=\dot{v}_{i} \equiv \frac{\partial v_{i}}{\partial t}+v_{j} \frac{\partial v_{i}}{\partial x_{j}} \tag{10.63}
\end{equation*}
$$

is called the material differential, while the rate is called the material derivative. The second term can be seen in the Navier-Stokes equation in the fluid mechanics, and is called the advection term. On the contrary, in the Lagrangian description, the acceleration $\boldsymbol{A}(\boldsymbol{X}, t)$ can be simply given by a time derivative of the velocity as

$$
\begin{equation*}
\boldsymbol{A}(\boldsymbol{X}, t) \equiv \frac{\partial^{2} \boldsymbol{x}(\boldsymbol{X}, t)}{\partial t^{2}}=\frac{\partial \boldsymbol{V}(\boldsymbol{X}, t)}{\partial t}=\dot{\boldsymbol{V}}(\boldsymbol{X}, t) \tag{10.64}
\end{equation*}
$$

For example, a centripetal force in the Eulerian description is derived from this advection term as has been shown in Eq.(2.164a), while it emerges from the rate of change of the base vectors in the Lagrangian description as has been obtained in Eq.(8.14).

## (5) Examples of Rates

Orthogonal extension: Let us evaluate rates of change in the simple example of Fig. 10.2. Time derivatives of $\boldsymbol{R}$ in Eq.(10.35a) and $\boldsymbol{n}^{(n)}$ in Eq.(10.37) yield

$$
\left(\omega^{R}\right)=\dot{\alpha}\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad\left(\omega^{E}\right)=\dot{\alpha}\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which are equivalent to each other. Then, substituting these into Eq.(10.55), we have $\boldsymbol{\Omega}^{L}=0$ which is also obtained from a fact that $\boldsymbol{N}^{(N)}$ in Eq.(10.36) is constant. Since this example models a rigid rotation by $\alpha$ of a cloth made of orthogonal fibers stretched into their longitudinal directions, the cloth does not 'feel' any rotational deformation. Therefore, the spin $\boldsymbol{\Omega}^{L}$ observed on the rotating body itself becomes zero, while $\omega^{R}$ and $\omega^{E}$ above represent the rotation rates in the spatially fixed coordinate system.

Corresponding velocity gradient can be calculated by a time derivative of the deformation gradient $\boldsymbol{F}$ in Eq.(10.34) as

$$
(l)=\left(\begin{array}{ccc}
\frac{\dot{\Lambda}_{1}}{\Lambda_{1}} \cos ^{2} \alpha+\frac{\dot{\Lambda}_{2}}{\Lambda_{2}} \sin ^{2} \alpha & -\dot{\alpha}+\frac{\dot{\Lambda}_{1}}{\Lambda_{1}} \sin \alpha \cos \alpha-\frac{\dot{\Lambda}_{2}}{\Lambda_{2}} \sin \alpha \cos \alpha & 0 \\
\dot{\alpha}+\frac{\dot{\Lambda}_{1}}{\Lambda_{1}} \sin \alpha \cos \alpha-\frac{\dot{\Lambda}_{2}}{\Lambda_{2}} \sin \alpha \cos \alpha & \frac{\dot{\Lambda}_{1}}{\Lambda_{1}} \sin ^{2} \alpha+\frac{\dot{\Lambda}_{2}}{\Lambda_{2}} \cos ^{2} \alpha & 0 \\
0 & 0 & \frac{\dot{\Lambda}_{3}}{\Lambda_{3}}
\end{array}\right)
$$

Substitution of this equation into Eq.(10.52) results in the deformation rate as

$$
(d)=\left(\begin{array}{ccc}
\frac{\dot{\Lambda}_{1}}{\Lambda_{1}} \cos ^{2} \alpha+\frac{\dot{\Lambda}_{2}}{\Lambda_{2}} \sin ^{2} \alpha & \frac{\dot{\Lambda}_{1}}{\Lambda_{1}} \sin \alpha \cos \alpha-\frac{\dot{\Lambda}_{2}}{\Lambda_{2}} \sin \alpha \cos \alpha & 0 \\
\frac{\dot{\Lambda}_{1}}{\Lambda_{1}} \sin \alpha \cos \alpha-\frac{\dot{\Lambda}_{2}}{\Lambda_{2}} \sin \alpha \cos \alpha & \frac{\dot{\Lambda}_{1}}{\Lambda_{1}} \sin ^{2} \alpha+\frac{\dot{\Lambda}_{2}}{\Lambda_{2}} \cos ^{2} \alpha & 0 \\
0 & 0 & \frac{\dot{\Lambda}_{3}}{\Lambda_{3}}
\end{array}\right)
$$

Or it can be rewritten as

$$
(d)=\left(\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{\dot{\Lambda}_{1}}{\Lambda_{1}} & 0 & 0 \\
0 & \frac{\dot{\Lambda}_{2}}{\Lambda_{2}} & 0 \\
0 & 0 & \frac{\dot{\Lambda}_{3}}{\Lambda_{3}}
\end{array}\right)\left(\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right)=(n)\left[(\ln \Lambda)^{\cdot}\right](n)^{\mathrm{T}}
$$

which is an Eulerian (or rather updated-Lagrangian) rate defined as the logarithmic strain rate below. Namely, the body is being stretched simply by the rate of the logarithmic strain rate to the directions of the Eulerian principal deformation which are the Lagrangian directions along the two sides of the rotated rectangle in Fig. 10.2. Moreover, from Eq.(10.56), the spin is evaluated by

$$
(w)=\dot{\alpha}\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which coincides with $\omega^{R}$ and $\omega^{E}$ in this case.
Irrotational case: The next example in Fig. 10.3 shows a case of irrotational behavior, and thus

$$
\omega^{R}=\mathbf{0}, \quad \omega^{E}=\mathbf{0}, \quad \mathbf{\Omega}^{L}=\mathbf{0}
$$

From Eqs.(10.34) and (10.52), the velocity gradient and the deformation rate are obtained, and they are identical as

$$
(l)=(d)=\left(\begin{array}{ccc}
\frac{\dot{a}}{a}-\dot{\gamma} \tan 2 \gamma & \frac{\dot{\gamma}}{\cos 2 \gamma} & 0 \\
\frac{\dot{\gamma}}{\cos 2 \gamma} & \frac{\dot{a}}{a}-\dot{\gamma} \tan 2 \gamma & 0 \\
0 & 0 & \frac{\dot{\Lambda}_{3}}{\Lambda_{3}}
\end{array}\right)
$$

It is true that this expression seems to be very complicated because $\dot{\gamma}$ appears in the diagonal components, but, using the principal stretches and their directions in Eqs.(10.40) and (10.41), we can rewrite it into

$$
(d)=\left(\begin{array}{ccc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{\dot{\Lambda}_{1}}{\Lambda_{1}} & 0 & 0 \\
0 & \frac{\dot{\Lambda}_{2}}{\Lambda_{2}} & 0 \\
0 & 0 & \frac{\dot{\Lambda}_{3}}{\Lambda_{3}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 1
\end{array}\right)=(n)[(\ln \Lambda) \cdot](n)^{\mathrm{T}} .
$$

Again, it becomes clear that the deformation rate corresponds to the logarithmic strain rate.

General case: Lastly, let us examine a more general case where

$$
(R)=\left(\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right), \quad(N)=\left(\begin{array}{ccc}
\cos \gamma & -\sin \gamma & 0 \\
\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right), \quad[\Lambda]=\left(\begin{array}{ccc}
\Lambda_{1} & 0 & 0 \\
0 & \Lambda_{2} & 0 \\
0 & 0 & \Lambda_{3}
\end{array}\right)
$$

because the two examples above are special cases with no distortional spin; i.e. $\boldsymbol{\Omega}^{L}=0$. This setting includes a change of the principal direction $\gamma$. For simplicity, all the components relating to the $x_{3}$-direction are neglected hereafter. Then we have

$$
(U)=\left(\begin{array}{ll}
\Lambda_{1} \cos ^{2} \gamma+\Lambda_{2} \sin ^{2} \gamma & \left(\Lambda_{1}-\Lambda_{2}\right) \sin \gamma \cos \gamma \\
\left(\Lambda_{1}-\Lambda_{2}\right) \sin \gamma \cos \gamma & \Lambda_{1} \sin ^{2} \gamma+\Lambda_{2} \cos ^{2} \gamma
\end{array}\right), \quad(n)=\left(\begin{array}{rr}
\cos (\gamma+\alpha) & -\sin (\gamma+\alpha) \\
\sin (\gamma+\alpha) & \cos (\gamma+\alpha)
\end{array}\right)
$$

and the spins are obtained as

$$
\left(\omega^{R}\right)=\dot{\alpha}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad\left(\omega^{E}\right)=(\dot{\gamma}+\dot{\alpha})\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad\left(\Omega^{L}\right)=\dot{\gamma}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

The change of the direction of deformation 'felt' by the materials is expressed by $\boldsymbol{\Omega}^{L}$, while the rate of the rigidbody rotation is represented by $\omega^{R}$. From these, we have

$$
(F)=\left(\begin{array}{ll}
\Lambda_{1} \cos \gamma \cos (\gamma+\alpha)+\Lambda_{2} \sin \gamma \sin (\gamma+\alpha) & \Lambda_{1} \sin \gamma \cos (\gamma+\alpha)-\Lambda_{2} \cos \gamma \sin (\gamma+\alpha) \\
\Lambda_{1} \cos \gamma \sin (\gamma+\alpha)-\Lambda_{2} \sin \gamma \cos (\gamma+\alpha) & \Lambda_{1} \sin \gamma \sin (\gamma+\alpha)+\Lambda_{2} \cos \gamma \cos (\gamma+\alpha)
\end{array}\right)
$$

and its time derivative leads to

$$
\begin{aligned}
(d) & =(n)[(\ln \Lambda) \cdot](n)^{\mathrm{T}}-\frac{\dot{\gamma}\left(\Lambda_{1}^{2}-\Lambda_{2}^{2}\right)}{2 \Lambda_{1} \Lambda_{2}}\left(\begin{array}{rr}
\sin 2(\gamma+\alpha) & -\cos 2(\gamma+\alpha) \\
-\cos 2(\gamma+\alpha) & -\sin 2(\gamma+\alpha)
\end{array}\right) \\
& =(n)[(\ln \Lambda) \cdot](n)^{\mathrm{T}}-\frac{\dot{\gamma}\left(\Lambda_{1}^{2}-\Lambda_{2}^{2}\right)}{2 \Lambda_{1} \Lambda_{2}}(n)\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)(n)^{\mathrm{T}} \\
(w) & =\left(\omega^{R}\right)-\frac{\left(\Lambda_{1}-\Lambda_{2}\right)^{2}}{2 \Lambda_{1} \Lambda_{2}}\left(\Omega^{L}\right) .
\end{aligned}
$$

The second terms depend on $\dot{\gamma}$ and emerge from existence of large shearing deformation $\left(\Lambda_{1}-\Lambda_{2}\right)$. In the second term of the deformation rate, the diagonal element as well as the trace vanish so that it is an equivolumetric component or a shearing part due to $\left(\Lambda_{1}-\Lambda_{2}\right)$. On the other hand, as far as the magnitude of deformation is so small that approximations such as $\Lambda_{1} \rightarrow 1+\epsilon_{1}$ and $\Lambda_{2} \rightarrow 1+\epsilon_{2}$ hold, the second term of the spin can be approximated as

$$
\frac{\left(\Lambda_{1}-\Lambda_{2}\right)^{2}}{2 \Lambda_{1} \Lambda_{2}} \rightarrow \frac{\left(\epsilon_{1}-\epsilon_{2}\right)^{2}}{2}
$$

showing that the second term becomes negligible in comparison with the first term: i.e. $\boldsymbol{w} \simeq \omega^{R}$

## (6) What is Deformation Rate?

Using the matrix forms with the help of the spectral expressions, we shall evaluate two components of the deformation rate. A time derivative of Eq.(10.17) results in

$$
(\dot{F})=(\dot{R})(U)+(R)(\dot{U})=\left(\omega^{R}\right)(F)+(R)(\dot{U})
$$

Substituting this relation into Eq.(10.51) and considering Eq.(10.17), we can rewrite it to obtain

$$
\begin{equation*}
(l)=\left(\omega^{R}\right)+(R)(\dot{U})(U)^{-1}(R)^{\mathrm{T}} \tag{*}
\end{equation*}
$$

On the other hand, since the spectral expression of $\boldsymbol{U}$ in Eq.(10.22b) yields a relation as

$$
\begin{aligned}
(\dot{U})(U)^{-1} & =\left(\left(\Omega^{L}\right)(N)[\Lambda](N)^{\mathrm{T}}+(N)[\dot{\Lambda}](N)^{\mathrm{T}}+(N)[\Lambda](N)^{\mathrm{T}}\left(\Omega^{L}\right)^{\mathrm{T}}\right)(N)\left[\frac{1}{\Lambda}\right](N)^{\mathrm{T}} \\
& =\left(\Omega^{L}\right)+(N)\left[\frac{\dot{\Lambda}}{\Lambda}\right](N)^{\mathrm{T}}+(U)\left(\Omega^{L}\right)^{\mathrm{T}}(U)^{-1}
\end{aligned}
$$

substituting it into Eq. (*) above and considering Eqs.(10.17) and (10.31), we obtain

$$
(l)=\left(\omega^{R}\right)+(R)\left(\Omega^{L}\right)(R)^{\mathrm{T}}+(n)\left[\frac{\dot{\Lambda}}{\Lambda}\right](n)^{\mathrm{T}}-(F)\left(\Omega^{L}\right)(F)^{-1}
$$

Eventually, substitution of this equation into Eq.(10.52) leads to an expression of the deformation rate as

$$
\begin{equation*}
(d)=\left(d^{L}\right)+\left(d^{E V}\right), \quad \boldsymbol{d}=\boldsymbol{d}^{L}+\boldsymbol{d}^{E V} \tag{10.65a,b}
\end{equation*}
$$

where the first term $\boldsymbol{d}^{L}$ is defined by

$$
\begin{equation*}
\left(d^{L}\right) \equiv(n)\left[\frac{\dot{\Lambda}}{\Lambda}\right](n)^{\mathrm{T}}=(n)\left[(\ln \Lambda)^{\cdot}\right](n)^{\mathrm{T}} \tag{10.66}
\end{equation*}
$$

and is called the logarithmic strain rate $\boldsymbol{d}^{L}$. The second term $\boldsymbol{d}^{E V}$ is defined by

$$
\begin{equation*}
\left(d^{E V}\right) \equiv-\frac{1}{2}\left[(F)\left(\Omega^{L}\right)(F)^{-1}+\left((F)\left(\Omega^{L}\right)(F)^{-1}\right)^{\mathrm{T}}\right] \tag{10.67}
\end{equation*}
$$

Using the Eulerian description in Eqs.(10.25) and (10.55), we can express it by a symmetric tensor as

$$
\begin{equation*}
\left(d^{E V}\right) \equiv-\frac{1}{2}\left[(v)\left(\left(\omega^{E}\right)-\left(\omega^{R}\right)\right)(v)^{-1}+\left((v)\left(\left(\omega^{E}\right)-\left(\omega^{R}\right)\right)(v)^{-1}\right)^{\mathrm{T}}\right] \tag{10.68}
\end{equation*}
$$

which is the shearing deformation rate due to the rotation of the principal stretching directions illustrated in the examples above.

Incidentally, taking a trace of Eq.(10.65) and considering the volumetric change in Eq.(10.58), we have
$\operatorname{tr}($ left-hand side $)=d_{k k}=\frac{\dot{J}}{J}, \quad \operatorname{tr}(1$ st term of right-hand side $)=\operatorname{tr}\left(d^{L}\right)=\frac{\dot{\Lambda}_{1}}{\Lambda_{1}}+\frac{\dot{\Lambda}_{2}}{\Lambda_{2}}+\frac{\dot{\Lambda}_{3}}{\Lambda_{3}}=\frac{\left(\Lambda_{1} \Lambda_{2} \Lambda_{3}\right)^{\cdot}}{\Lambda_{1} \Lambda_{2} \Lambda_{3}}=\frac{\dot{J}}{J}$, and, therefore, the trace of the second term becomes zero:

$$
\operatorname{tr}(2 \text { nd term of right-hand side })=\operatorname{tr}\left(d^{E V}\right)=0
$$

Namely, the logarithmic strain rate $\boldsymbol{d}^{L}$ is the rate of irrotational deformation component (rate of volumetric change), and the second term $\boldsymbol{d}^{E V}$ is the rate of equivolumetric deformation component (rate of shear deformation). However, it should be noted that the logarithmic strain rate is not the rate of change of the logarithmic strain $\boldsymbol{E}^{L}$; i.e. a time derivative of Eq.(10.46) can show that

$$
\begin{equation*}
\left(\dot{E}^{L}\right)=\left(\Omega^{L}\right)\left(E^{L}\right)+(N)\left[(\ln \Lambda)^{\cdot}\right](N)^{\mathrm{T}}+\left(E^{L}\right)\left(\Omega^{L}\right)^{\mathrm{T}} \neq\left(d^{L}\right) . \tag{10.69}
\end{equation*}
$$

Similarly, substituting Eq.(*) into Eq.(10.56), we can express the spin by

$$
\begin{equation*}
(w)=\left(\omega^{R}\right)+\left\{(R)\left(\Omega^{L}\right)(R)^{\mathrm{T}}-\frac{1}{2}\left[(F)\left(\Omega^{L}\right)(F)^{-1}+\left((F)^{-1}\right)^{\mathrm{T}}\left(\Omega^{L}\right)(F)^{\mathrm{T}}\right]\right\} . \tag{10.70}
\end{equation*}
$$

The term in the brace corresponds to the component of the spin relating to the shearing deformation due to the rotation of the principal direction, $\boldsymbol{\Omega}^{L}$. When Eq.(10.55) is used, the first two terms can be replaced by $\boldsymbol{\omega}^{E}$ leading to an alternative expression as

$$
\begin{equation*}
(w)=\left(\omega^{E}\right)-\frac{1}{2}\left[(F)\left(\Omega^{L}\right)(F)^{-1}-\left((F)\left(\Omega^{L}\right)(F)^{-1}\right)^{\mathrm{T}}\right] \tag{10.71}
\end{equation*}
$$

or, the manipulation used above in deriving Eq.(10.68) results in another antisymmetric tensor expression as

$$
\begin{equation*}
(w)=\left(\omega^{E}\right)-\frac{1}{2}\left[(v)\left(\left(\omega^{E}\right)-\left(\omega^{R}\right)\right)(v)^{-1}-\left((v)\left(\left(\omega^{E}\right)-\left(\omega^{R}\right)\right)(v)^{-1}\right)^{\mathrm{T}}\right] . \tag{10.72}
\end{equation*}
$$

However, since the major component of the spin is $\omega^{R}$ when the magnitude of the deformation is small enough as has been explained in the preceding section, Eq.(10.70) using $\omega^{R}$ is preferable to Eq.(10.71) using $\omega^{E}$.

### 10.2.3 Elastic and Plastic Strain Rates

## (1) Additive and Multiplicative Decompositions

When two different mechanisms such as elastic deformation and plastic deformation occur, the total deformation is often expressed by a product of the corresponding deformation gradients as

$$
\boldsymbol{F}=\boldsymbol{F}^{\mathrm{e}} \boldsymbol{F}^{\mathrm{p}}
$$

where the superscripts ' $e$ ' and ' $p$ ' indicate the elastic and plastic parts respectively. Namely, after undergoing some plastic deformation in a certain virtual intermediate configuration, the body experiences the elastic deformation in order to get rid of the incompatibility due to the plastic strain. This kind of manipulation is called the multiplicative decomposition. ${ }^{5}$ But, it is simply an example of the chain rule of the partial derivatives. Furthermore, from a physical point of view, it is rather straightforward to express the total position vectors time by time in their consecutive order such as

$$
\begin{aligned}
& \boldsymbol{x}^{(0)} \equiv \boldsymbol{X}(t=0), \quad \boldsymbol{x}^{(n)} \equiv \boldsymbol{x}(t), \quad \boldsymbol{F}=\boldsymbol{F}_{m}^{\mathrm{e}} \boldsymbol{F}_{j}^{\mathrm{p}} \cdots \boldsymbol{F}_{4}^{\mathrm{e}} \boldsymbol{F}_{3}^{\mathrm{p}} \boldsymbol{F}_{2}^{\mathrm{e}} \boldsymbol{F}_{1}^{\mathrm{e}}, \\
& \boldsymbol{x}^{(0)}(t=0) \xrightarrow{\text { elastic }} \boldsymbol{x}^{(1)}(t=\Delta t) \xrightarrow{\text { elastic }} \cdots \boldsymbol{x}^{(k)}(t=k \Delta t) \xrightarrow{\text { plastic }} \boldsymbol{x}^{(k+1)}(t=(k+1) \Delta t) \xrightarrow{\text { elastic }} \cdots \\
& \cdots \boldsymbol{x}^{(n-1)}(t=(n-1) \Delta t) \xrightarrow{\text { plastic }} \boldsymbol{x}^{(n)}(t=n \Delta t) \xrightarrow{\text { elastic }} \boldsymbol{\xi}(t+\Delta t),
\end{aligned}
$$

especially because the plastic flow rule cannot be integrable. Therefore, the corresponding deformation gradient must be expressed by the chain rule as

$$
\frac{\partial \xi_{\alpha}}{\partial X_{N}}=\frac{\partial \xi_{\alpha}}{\partial x_{m}} \frac{\partial x_{m}}{\partial X_{N}}, \quad \frac{\partial x_{m}}{\partial X_{N}}=\prod_{k=n}^{1} \frac{\partial x_{i k}^{(k)}}{\partial x_{j_{k}}^{(k-1)}}, \quad i_{n}=m, \quad j_{1}=N, \quad j_{k}=i_{k-1}
$$

where a prime in $\Pi^{\prime}$ indicates that the $k$-th multiplication must be carried out in the descending order from $n$ to 1 .
On the contrary, it should be noted that, in practice, the body undergoes some elastic and plastic deformations not consecutively but simultaneously. Since the position vector at time $t=t+\Delta t$ can be expressed by

$$
\boldsymbol{\xi}=\boldsymbol{\xi}(\boldsymbol{x}, t+\Delta t)=\boldsymbol{\xi}(\boldsymbol{x}(\boldsymbol{X}, t), t+\Delta t)
$$

the deformation gradient can be evaluated as

$$
\frac{\partial \xi_{\alpha}}{\partial X_{J}}=\frac{\partial \xi_{\alpha}}{\partial x_{k}} \frac{\partial x_{k}}{\partial X_{J}}, \quad \xi_{\alpha, J}=\xi_{\alpha, k} x_{k, J}
$$

Considering that the flow rule is defined by the increments, we take a rate of change of this deformation gradient in the current configuration at $t=t+\Delta t$ to obtain

$$
\dot{\xi}_{\alpha, J}=\dot{\xi}_{\alpha, \beta} \xi_{\beta, k} x_{k, J}+\xi_{\alpha, l} \dot{x}_{l, k} x_{k, J}
$$

from which the velocity gradient $l_{\alpha \eta}(t+\Delta t)$ can be evaluated as follows;

$$
l_{\alpha \eta} \equiv \dot{\xi}_{\alpha, J} X_{J, \eta}=\dot{\xi}_{\alpha, \beta} \xi_{\beta, k} x_{k, J} X_{J, \eta}+\xi_{\alpha, l} \dot{x}_{l, k} x_{k, J} X_{J, \eta}=\dot{\xi}_{\alpha, \eta}+\xi_{\alpha, k} \dot{x}_{k, l} \xi_{\eta, l}^{-1} .
$$

All the indices are denoted by the lower-case letters because the quantities are evaluated in the current consecutive configurations at time $t=t$ and $t=t+\Delta t$. While the term $\dot{x}_{k, l}$ in the second term is defined in the configuration at $t=t$, the first term and thus the left-hand side are evaluated at the current configuration at $t=t+\Delta t$. Therefore, the second term needs the corresponding transformation tensors of $\xi_{\alpha, k}$ and $\xi_{\eta, l}^{-1}$. As far as the ordinary plasticity is concerned, since the increment $\Delta t$ must be small enough, these transformation terms of $\xi_{\alpha, k}$ and $\xi_{\eta, l}^{-1}$ may be approximated by the Kronecker delta; i.e. $\xi_{\alpha, k} \simeq \delta_{\alpha k}$, and $\xi_{\eta, l}^{-1} \simeq \delta_{\eta l}$. Therefore, the equation above can be approximated by

$$
l_{\alpha \eta} \simeq \dot{\xi}_{\alpha, \eta}+\dot{x}_{\alpha, \eta}
$$

This relation is called the additive decomposition as a counterpart of the multiplicative decomposition, but is here supposed to be an approximation [99].

[^20]Or, when the second term in the above equation is treated as a deformation defined in the configuration at $t=t+\Delta t$ by

$$
\dot{x}_{\alpha, \eta}^{M} \equiv \xi_{\alpha, k} \dot{x}_{k, l} \xi_{\eta, l}^{-1} \quad \rightarrow \quad l_{\alpha \eta}=\dot{\xi}_{\alpha, \eta}+\dot{x}_{\alpha, \eta}^{M},
$$

it is straightforward to consider that the additive decomposition holds exactly as have been employed in many references; e.g. [2, 58], because both terms are defined in the same configuration. In actual element tests, both the elastic strain and the plastic strain occur at the same time at one step of the increment of loadings. It suggests that the terms $\dot{\xi}_{\alpha, \eta}$ and $\dot{x}_{\alpha, \eta}^{M}$ above are observed and measured. For example, when an edge dislocation reaches the surface of the specimen in Fig. 10.6 as $\dot{\xi}_{\alpha, \eta}$, a kinematical incompatibility along the loading axis is about to develop. But, at the same time, an elastic spin and deformation with a plastic spin as expressed by $\dot{x}_{\alpha, \eta}^{M}$ emerge in order to compensate the incompatibility, so that the final compatible state at that increment can be obtained as is shown in the rightmost figure. Therefore, even in finite deformations, the deformation rate and spin can be exactly evaluated by the addition of the elastic and plastic parts for the elastoplastic models as

$$
\begin{equation*}
d(x)=d^{\mathrm{e}}(x)+d^{\mathrm{p}}(x), \quad \boldsymbol{w}(x)=\boldsymbol{w}^{\mathrm{e}}(\boldsymbol{x})+\boldsymbol{w}^{\mathrm{p}}(\boldsymbol{x}) \tag{10.73a,b}
\end{equation*}
$$

However, it should be noted that, in finite deformation, any kinds of strain measures $\boldsymbol{\epsilon}$ cannot be added to evaluate the total strain as

$$
\begin{equation*}
\epsilon(x) \neq \epsilon^{\mathrm{e}}(\boldsymbol{x})+\epsilon^{\mathrm{p}}(\boldsymbol{x}), \quad \boldsymbol{\epsilon}(\boldsymbol{X}) \not \epsilon^{\mathrm{e}}(\boldsymbol{X})+\epsilon^{\mathrm{p}}(\boldsymbol{X}), \tag{10.74a,b}
\end{equation*}
$$

because the plastic incremental strain cannot be integrable explained in Secs. 9.2.3 and 9.3.3. In the numerical simulations, no total strain need to be calculated, but position vectors are updated simply by the incremental displacement $\boldsymbol{v}$.

## (2) Exaggerated Example

As an example for comparison, let us consider the thermal expansion problem in Sec. 2.4.4. Suppose that a spherical (cylindrical) region with its radius $a_{0}$ in an infinite body is subjected to a change of temperature from $0^{\circ} \mathrm{C}$ to $T^{\circ} \mathrm{C}$. Then, the radius becomes $a$, while the interfacial pressure on the sphere becomes $p$. Cut the sphere out of the body virtually, and, if the radius finally reaches $a_{T}^{s}$, the corresponding deformation gradient becomes

$$
F_{T}^{s} \equiv \frac{a_{T}^{s}}{a_{0}}=1+\alpha T
$$

where $\alpha$ is a linear coefficient of thermal expansion. Next, applying a pressure $p$ on the surface in order to make the radius $a$, we obtain the corresponding deformation gradient as

$$
F_{p}^{s} \equiv \frac{a}{a_{T}^{s}}=1+\frac{p}{\bar{K}^{s}},
$$

where $\bar{K}^{s}$ is an apparent stiffness against the pressure $p$. Therefore, the multiplicative law yields the total deformation gradient as

$$
F^{s} \equiv \frac{a}{a_{0}}=F_{p}^{s} \times F_{T}^{s}=\left(1+\frac{p}{\bar{K}^{s}}\right)(1+\alpha T) .
$$

On the other hand, the infinite body subjected to the pressure $p$ on its surface of the spherical hole has the deformation gradient as

$$
F \equiv \frac{a}{a_{0}}=1+\frac{p}{\bar{K}},
$$

where $\bar{K}$ is another apparent stiffness of the infinite body. Eventually, in order to put the squeezed sphere into the deformed infinite body, we must have

$$
F=F^{s} .
$$

Substituting three equations above into this equation, we can calculate the pressure by

$$
\frac{p}{\bar{K}}=\frac{\alpha T}{1-\frac{\bar{K}}{\bar{K}^{s}}(1+\alpha T)},
$$

from which the final radius is obtained as

$$
\begin{equation*}
\frac{a}{a_{0}}=\frac{1+\alpha T}{1-\frac{\bar{K}}{\bar{K}^{s}-\bar{K}} \alpha T} . \tag{10.75}
\end{equation*}
$$

On the contrary, if the thermal expansion develops together with the elastic deformation step by step, the additive law can be applied to the incremental representation of the theory. Namely, an inelastic strain rate $\dot{e}_{T}^{s}$ due to an incremental temperature $\dot{T}$ can be evaluated by

$$
\dot{e}_{T}^{s}=\alpha \dot{T}
$$

while an elastic strain rate $\dot{e}_{p}^{s}$ by an incremental pressure $\dot{p}$ can be calculated by

$$
\begin{equation*}
\dot{e}_{p}^{s}=\frac{\dot{p}}{\bar{K}^{s}} \tag{*}
\end{equation*}
$$

Therefore, the additive law yields the total strain rate $\dot{e}^{s}$ as

$$
\dot{e}^{s} \equiv \frac{\dot{a}}{a}=\dot{e}_{T}^{s}+\dot{e}_{p}^{s}=\alpha \dot{T}+\frac{\dot{p}}{\bar{K}^{s}} .
$$

On the other hand, the strain rate $\dot{e}$ of the surrounding body due to the change of the pressure is an elastic component, and is given by

$$
\dot{e} \equiv \frac{\dot{a}}{a}=\frac{\dot{p}}{\bar{K}} .
$$

Therefore, the consistency of the deformation holds only when

$$
\dot{e}=\dot{e}^{s}
$$

from which we have

$$
\dot{p}=\frac{\bar{K} \bar{K}^{s}}{\bar{K}^{s}-\bar{K}} \alpha \dot{T}
$$

Using these equations, we can express the change of the radius in terms of the temperature change by

$$
\frac{\dot{a}}{a}=\frac{\bar{K}^{s}}{\bar{K}^{s}-\bar{K}} \alpha \dot{T} .
$$

Integrating this equation, we finally obtain the radius of the sphere as

$$
\begin{equation*}
\frac{a}{a_{0}}=\exp \left(\frac{\bar{K}^{s}}{\bar{K}^{s}-\bar{K}} \alpha T\right) \tag{10.76}
\end{equation*}
$$

By the Taylor expansion, of course, both the Eqs.(10.75) and (10.76) have the same first order term as

$$
\frac{a}{a_{0}} \simeq 1+\frac{\bar{K}^{s}}{\bar{K}^{s}-\bar{K}} \alpha T
$$

Fig. 10.7 shows results when Eq.(2.221) holds in plane strain state. Since the order of the linear coefficient of thermal expansion $\alpha$ is about $10^{-5}$, the abscissa remains $\alpha T \sim 0.1$ even when $T$ becomes as large as $10,000^{\circ} \mathrm{C}$. Furthermore, in finite deformation with large change of temperature, mechanical parameters cannot remain constant, and any models of thermal expansion cannot be linear. So that, as long as realistic engineering situations are concerned, the two decompositions cause no significant difference between their results. In comparison of two different models, it is often useful to examine some kinds of limiting states; e.g. $T \rightarrow+\infty$ in this example. In such a case, the additive decomposition predicts an infinite radius which cannot be accepted from a physical point of view. Even when some objective stress rates discussed later on are used, Eq. $(*)$ above is replaced by $\dot{e}_{p}^{s}=\frac{\dot{p}}{\left(\bar{K}^{s}-\zeta p\right)}$ as an approximation, and Eq.(10.76) can be rewritten as

$$
\alpha T=\ln \frac{a}{a_{0}}+\frac{1}{\zeta} \ln \left[1-\zeta \frac{\bar{K}}{\bar{K}^{s}} \ln \frac{a}{a_{0}}\right]
$$

but the discrepancies between results due to the existence of the term $\sigma_{i j} d_{k k}$ are very small, where $\zeta=1$ when the Jaumann rate of the Kirchhoff stress is used; $\zeta=-2 / 3$ for the Oldroyd stress rate; $\zeta=1 / 3$ for the Truesdell stress rate. On the other hand, the prediction by the multiplicative decomposition is bounded as

$$
\frac{a}{a_{0}} \rightarrow \frac{\bar{K}-\bar{K}^{s}}{\bar{K}}<\infty
$$

although the corresponding values are not so realistic like $\frac{a}{a_{0}} \rightarrow 4$, and $p \rightarrow 3 \mu$ when $v=1 / 3$.

### 10.3 Stresses, Equilibrium and Stress Rates

### 10.3.1 Basic Stresses and Equilibrium

## (1) Cauchy Stress and Nominal Stress

In the preceding section, many kinds of measures of deformation are introduced. Similarly, there can be defined many stresses. For example, since the body subjected to many kinds of actions is in equilibrium in the current configuration, it seems to be straightforward to define a stress by the Eulerian description. However, it may be preferable to use the Lagrangian description because the resistance of the body becomes history-dependent especially in the elastoplastic state. In this section, we first introduce two typical stresses by these two descriptions.

The stress is a mathematical model of the resistance of deformable bodies, and thus it emerges after deformation. Therefore, the stress can be defined in the current configuration. To this end, consider a virtual differential area element $\mathrm{d} a$ in the spatially fixed coordinate system of the current configuration $t=t$ as is shown in the upper figure of Fig. 10.8. Then, the stress is defined by the same manner as that of Eq.(2.19) and Fig. 2.9 in the infinitesimal deformation theory, and is an Eulerian description of the resistance. Let $\mathrm{d} \boldsymbol{f}$ denote the resistance vector on the area element $\mathrm{d} a$, and the traction vector $t$ is defined by

$$
\begin{equation*}
\boldsymbol{t}=t_{i} \boldsymbol{g}_{i}=\frac{\mathrm{d} \boldsymbol{f}}{\mathrm{~d} a} \tag{10.77}
\end{equation*}
$$

Then, using the unit normal vector $\boldsymbol{m}$ of the surface, we can define the Cauchy stress (true stress) $\sigma(x)$ by
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$$
\begin{equation*}
\boldsymbol{t}=\boldsymbol{m} \cdot \boldsymbol{\sigma}, \quad t_{i}=m_{j} \sigma_{j i} \quad \rightarrow \quad \mathrm{~d} f_{i}=m_{j} \sigma_{j i}(\boldsymbol{x}) \mathrm{d} a . \tag{10.78}
\end{equation*}
$$

On the other hand, a stress component in the standard tensile tests is measured with respect to the initial sectional area of the specimens. One of such stresses by the Lagrangian description is depicted in the lower figure of Fig. 10.8, where the traction $\mathrm{d} \boldsymbol{f}$ is supposed to act on the current surface which has been a differential area $\mathrm{d} A$ in the initial configuration. The traction $\mathrm{d} \boldsymbol{f}$ is a resistant force at the material point where the Cauchy stress above is defined, but the corresponding area element is chosen in the initial configuration. Therefore, a counterpart of the definition in Eq.(10.78) can be given by

$$
\begin{equation*}
\mathrm{d} f_{i}=M_{J} S_{J i}^{N}(\boldsymbol{X}) \mathrm{d} A, \tag{10.79}
\end{equation*}
$$

where $\boldsymbol{M}$ is the unit normal vector of the surface $\mathrm{d} A$ in the initial configuration, and $\boldsymbol{S}^{N}(\boldsymbol{X})$ is called the nominal stress. ${ }^{6}$

The differential area elements $\mathrm{d} \boldsymbol{A}$ and $\mathrm{d} \boldsymbol{a}$ in the initial and current configurations can be defined by

$$
\begin{equation*}
\mathrm{d} \boldsymbol{A} \equiv \mathrm{~d} \boldsymbol{X} \times \Delta \boldsymbol{X}=e_{I J K} \mathrm{~d} X_{J} \Delta X_{K} \boldsymbol{g}_{I}=\mathrm{d} A M_{I} \boldsymbol{g}_{I}, \quad \mathrm{~d} \boldsymbol{a} \equiv \mathrm{~d} \boldsymbol{x} \times \Delta \boldsymbol{x}=e_{i j k} \mathrm{~d} x_{j} \Delta x_{k} \boldsymbol{g}_{i}=\mathrm{d} a m_{i} \boldsymbol{g}_{i} \tag{10.80a,b}
\end{equation*}
$$

respectively, where $e_{I J K}$ and $e_{i j k}$ are the permutation symbol given by Eq.(D.15). Using the deformation gradient, we can rewrite the latter as

$$
\mathrm{d} a m_{i} \boldsymbol{g}_{i}=e_{i j k} x_{j, J} x_{k, K} \mathrm{~d} X_{J} \Delta X_{K} \boldsymbol{g}_{i}=e_{i j k} x_{j, J} x_{k, K} \mathrm{~d} X_{J} \Delta X_{K}\left(\delta_{i m} \boldsymbol{g}_{m}\right)=e_{i j k} x_{j, J} x_{k, K} \mathrm{~d} X_{J} \Delta X_{K}\left(x_{i, L} X_{L, m}\right) \boldsymbol{g}_{m},
$$

where the term in the parenthesis of the last equation is a replacement of the Kronecker delta $\delta_{i m}$. Then, using the Jacobian in Eq.(10.13) and considering Eq.(10.80a), we arrive at

$$
\begin{aligned}
\mathrm{d} a m_{i} \boldsymbol{g}_{i} & =\left(e_{i j k} x_{i, L} x_{j, J} x_{k, K}\right) X_{L, m} \mathrm{~d} X_{J} \Delta X_{K} \boldsymbol{g}_{m}=e_{L J K} J X_{L, m} \mathrm{~d} X_{J} \Delta X_{K} \boldsymbol{g}_{m} \\
& =J X_{L, m}\left(e_{L J K} \mathrm{~d} X_{J} \Delta X_{K}\right) \boldsymbol{g}_{m}=J X_{L, m}\left(\mathrm{~d} A M_{L}\right) \boldsymbol{g}_{m}=J X_{L, i} \mathrm{~d} A M_{L} \boldsymbol{g}_{i} .
\end{aligned}
$$

Hence come two relations between these differential area elements as

$$
\begin{equation*}
m_{i} \mathrm{~d} a=J X_{L, i} M_{L} \mathrm{~d} A, \quad M_{I} \mathrm{~d} A=\frac{1}{J} x_{k, I} m_{k} \mathrm{~d} a . \tag{10.81a,b}
\end{equation*}
$$

[^21]After substituting Eq(10.81) into Eq.(10.78), equating it to Eq.(10.79), we can write

$$
\mathrm{d} f_{i}=m_{j} \sigma_{j i} \mathrm{~d} a=J X_{L, j} M_{L} \mathrm{~d} A \sigma_{j i}=M_{L}\left(J X_{L, j} \sigma_{j i}\right) \mathrm{d} A=M_{L} S_{L i}^{N} \mathrm{~d} A
$$

from which relations between the two stress tensors are obtained as

$$
\begin{gather*}
S_{I j}^{N}=J X_{I, i} \sigma_{i j}, \quad \sigma_{i j}=\frac{1}{J} x_{i, I} S_{I j}^{N}, \quad \boldsymbol{S}^{N}=J \boldsymbol{F}^{-1} \boldsymbol{\sigma}, \quad \boldsymbol{\sigma}=\frac{1}{J} \boldsymbol{F} \boldsymbol{S}^{N}, \\
\text { or } \quad S_{I j}^{N}=\frac{\rho_{0}}{\rho} X_{I, i} \sigma_{i j}, \quad \sigma_{i j}=\frac{\rho}{\rho_{0}} x_{i, I} S_{I j}^{N} \tag{10.82e,f}
\end{gather*}
$$

(10.82a, b, c, d)

By the direct notation of tensors, we often express these stress tensors as

$$
\begin{equation*}
\boldsymbol{\sigma}=\sigma_{i j} \boldsymbol{g}_{i} \otimes \boldsymbol{g}_{j}, \quad \boldsymbol{S}^{N}=S_{I j}^{N} \boldsymbol{G}_{I} \otimes \boldsymbol{g}_{j} \tag{10.83a,b}
\end{equation*}
$$

The first base vector corresponds to the normal vector of the differential area element, while the second base vector represents the directions of the stress tensor components.

## (2) Equilibrium Equations and Boundary Conditions

In terms of the Cauchy stress, the equilibrium equation (equation of motion) is the same as Eq.(2.22) in the infinitesimal deformation theory; i.e.

$$
\begin{equation*}
\nabla_{x} \cdot \sigma+\rho \boldsymbol{\pi}=\rho \dot{\boldsymbol{v}}, \quad \sigma_{j i, j}+\rho \pi_{i}=\rho \dot{v}_{i} \tag{10.84a,b}
\end{equation*}
$$

where $\boldsymbol{\pi}(\boldsymbol{x})$ denotes the distributed force per a unit mass in the current configuration, and the acceleration $\dot{\boldsymbol{v}}(\boldsymbol{x})$ must be defined by Eq.(10.62) including the advection term. The corresponding boundary conditions are then given by

$$
\begin{equation*}
u_{i}=\text { given } \text { or } m_{j} \sigma_{j i}=t_{i} \tag{10.85}
\end{equation*}
$$

where $\boldsymbol{m}$ is a unit normal vector of the boundary surface, and $\boldsymbol{t}(\boldsymbol{x})$ represents the surface traction per a unit area in the current configuration. Also, the equilibrium equation of the moment becomes the same as that of the infinitesimal deformation theory, which is

$$
\begin{equation*}
\sigma_{i j}=\sigma_{j i} \tag{10.86}
\end{equation*}
$$

Therefore, the Cauchy stress is a symmetric tensor.
The conservation law of linear momentum is usually stated as

$$
\frac{\mathrm{d}(\text { Kinetic Energy })}{\mathrm{d} t}+\frac{\mathrm{d}(\text { Internal Energy })}{\mathrm{d} t}=(\text { Rate of Work by Applied Force })+(\text { Rate of Input Heat }) .
$$

Then, letting $e$ denote the internal energy per unit mass in the current configuration, the equation above can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\{\int_{v}\left(\frac{1}{2} \rho \boldsymbol{v} \cdot \boldsymbol{v}+\rho e\right) \mathrm{d} v\right\}=\int_{v} \rho \boldsymbol{\pi} \cdot \boldsymbol{v} \mathrm{~d} v+\int_{s} \boldsymbol{t} \cdot \boldsymbol{v} \mathrm{~d} s+\int_{v} \rho \dot{h} \mathrm{~d} v-\int_{s} \boldsymbol{m} \cdot \dot{\boldsymbol{q}} \mathrm{~d} s \tag{10.87}
\end{equation*}
$$

where $h(\boldsymbol{x})$ is the distributed heat source per unit mass, and $\boldsymbol{q}(\boldsymbol{x})$ is the heat flux through the surface. Neglecting terms relating to heat, and considering the conservation law of mass ( $\rho v=$ const.) in Eq.(10.14), we can easily express the first two terms by the material derivatives to obtain

$$
\int_{v} \rho\left\{v_{i} \dot{v}_{i}+\dot{e}\right\} \mathrm{d} v=\int_{v} \rho \pi_{i} v_{i} \mathrm{~d} v+\int_{s} t_{i} v_{i} \mathrm{~d} s
$$

Substituting the equilibrium Eq.(10.84) into this equation in order to eliminate the distributed force $\boldsymbol{\pi}$, and taking into account the boundary condition of Eq.(10.85) by the Gauss theorem in place of $\boldsymbol{t}$, we arrive at a simple form of the equation above as

$$
\int_{v}\left(\sigma_{j i} v_{i, j}-\rho \dot{e}\right) \mathrm{d} v=0
$$

Therefore, the internal energy rate per unit mass can be expressed by

$$
\rho \dot{e}=\sigma_{j i} v_{i, j}=\frac{1}{2}\left(\sigma_{j i} v_{i, j}+\sigma_{i j} v_{j, i}\right)
$$

Eventually, consideration of the equilibrium Eq.(10.86) of moment leads to

$$
\begin{equation*}
\dot{e}=\frac{1}{\rho} \sigma_{i j} d_{j i}=\dot{w}, \tag{10.88}
\end{equation*}
$$

where $\boldsymbol{d}$ is the deformation rate, and the right-hand side is the rate of stress-work $\dot{w}$. The similar manipulation is possible when the heating parts are included, and we have

$$
\begin{equation*}
\dot{e}=\dot{w}+\dot{h}-\frac{1}{\rho} \dot{q}_{i, i}=\frac{1}{\rho} \sigma_{i j} d_{j i}+\dot{h}-\frac{1}{\rho} \dot{q}_{i, i} ; \tag{10.89}
\end{equation*}
$$

i.e. the internal energy rate is addition of the rate of stress-work and the rate of work by heat. It should be noted that $\mathrm{Eq}(10.88)$ indicates a conjugateness between the Cauchy stress $\sigma$ and the deformation rate $\boldsymbol{d}$ suggesting a kind of choice in constructing constitutive relations later.

On the other hand, by the Lagrangian description, the conservation law corresponding to Eq.(10.87) can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\{\int_{V}\left(\frac{1}{2} \rho_{0} \boldsymbol{V} \cdot \boldsymbol{V}+\rho_{0} e\right) \mathrm{d} V\right\}=\int_{V} \rho_{0} \boldsymbol{\pi} \cdot \boldsymbol{V} \mathrm{~d} V+\int_{S} \boldsymbol{T} \cdot \boldsymbol{V} \mathrm{~d} S, \tag{10.90}
\end{equation*}
$$

where $\boldsymbol{T}$ is the surface traction defined in the initial configuration but is defined by the base vector in the spatially fixed coordinate system. Although the same symbol $\boldsymbol{\pi}$ is used to denote the distributed force, it must be treated as a function of the material point $\boldsymbol{X}$; i.e. $\boldsymbol{\pi}(\boldsymbol{X})$. Also, as is clear from the definition of the nominal stress in Eq.(10.79), the force boundary condition on the surface the normal vector of which is denoted by $\boldsymbol{M}$ can be expressed by

$$
\begin{equation*}
\boldsymbol{M} \cdot \boldsymbol{S}^{N}=\boldsymbol{T}, \quad M_{J} S_{J i}^{N}=T_{i}, \tag{10.91a,b}
\end{equation*}
$$

similarly to Eq.(10.85). Substituting Eq.(10.91) into Eq.(10.90), and using the Gauss theorem, we have

$$
\int_{V} V_{i}\left\{\rho_{0} \dot{V}_{i}-S_{J i, J}^{N}-\rho_{0} \pi_{i}\right\} \mathrm{d} V+\int_{V}\left(\rho_{0} \dot{e}-S_{J i}^{N} V_{i, J}\right) \mathrm{d} V=0 .
$$

Therefore, from the first term in this equation, the Lagrangian equilibrium equation in terms of the nominal stress can be obtained as

$$
\begin{equation*}
\boldsymbol{\nabla}_{X} \cdot \boldsymbol{S}^{N}+\rho_{0} \boldsymbol{\pi}=\rho_{0} \dot{\boldsymbol{V}}, \quad S_{J i, J}^{N}+\rho_{0} \pi_{i}=\rho_{0} \dot{V}_{i} \tag{10.92a,b}
\end{equation*}
$$

and the rate of stress-work is given by

$$
\begin{equation*}
\dot{w}=\frac{1}{\rho_{0}} S_{I j}^{N} V_{j, I}=\frac{1}{\rho_{0}} S_{I j}^{N} v_{j, I} . \tag{10.93}
\end{equation*}
$$

Namely, the nominal stress $\boldsymbol{S}^{N}$ is conjugate with not the deformation rate $\boldsymbol{d}$ but the velocity gradient $v_{j, I}$. Apparently Eq.(10.92) resembles the equilibrium Eq.(10.84) in terms of the Cauchy stress, but the physical meaning is completely different because the derivatives in the former equation are taken with respect to the material point $\boldsymbol{X}$.

Furthermore, substitution of Eq.(10.82) into the moment equilibrium Eq.(10.86) in terms of the Cauchy stress yields the moment equilibrium in terms of the nominal stress as

$$
\begin{equation*}
x_{i, I} S_{I j}^{N}=x_{j, I} S_{I i}^{N} \tag{10.94}
\end{equation*}
$$

revealing that the nominal stress $S^{N}$ is not a symmetric tensor. The same relation can be obtained by the manipulation similar to that in Sec. 2.3.5 as follows; the moment equilibrium of applied forces is given by

$$
\int_{S} \boldsymbol{x} \times \boldsymbol{T} \mathrm{d} S+\int_{V} \boldsymbol{x} \times \rho_{0} \boldsymbol{\pi} \mathrm{~d} V=\mathbf{0} .
$$

Substitution of Eq.(10.91) into $\boldsymbol{T}$ in the first term results in

$$
0=\int_{S} e_{i j k} x_{j} M_{L} S_{L k}^{N} \mathrm{~d} S+\int_{V} e_{i j k} x_{j} \rho_{0} \pi_{k} \mathrm{~d} V
$$

which can be rewritten by the Gauss theorem as

$$
\begin{aligned}
& =\int_{V} e_{i j k} \frac{\partial}{\partial X_{L}}\left(x_{j} S_{L k}^{N}\right) \mathrm{d} V+\int_{V} e_{i j k} x_{j} \rho_{0} \pi_{k} \mathrm{~d} V \\
& =\int_{V} e_{i j k}\left(x_{j, L} S_{L k}^{N}+x_{j} \frac{\partial S_{L k}^{N}}{\partial X_{L}}\right) \mathrm{d} V+\int_{V} e_{i j k} x_{j} \rho_{0} \pi_{k} \mathrm{~d} V .
\end{aligned}
$$

Eventually, substituting the equilibrium Eq.(10.92) except the inertia term, we have

$$
=\int_{V} e_{i j k}\left(x_{j, L} S_{L i}^{N}\right) \mathrm{d} V=\int_{V}\left(\frac{1}{2} e_{i j k} x_{j, L} S_{L i}^{N}+\frac{1}{2} e_{i j k} x_{j, L} S_{L i}^{N}\right) \mathrm{d} V=\int_{V} \frac{1}{2} e_{i j k}\left(x_{j, L} S_{L i}^{N}-x_{i, L} S_{L j}^{N}\right) \mathrm{d} V,
$$

the integrand of which is the moment equilibrium Eq.(10.94) above.

### 10.3.2 Other Stresses and Equilibrium

## (1) Kirchhoff Stress

Furthermore, a few typical stresses will be introduced here. The Kirchhoff stress $\boldsymbol{\tau}^{K}(\boldsymbol{x})$ can be defined through the stress-work by

$$
\begin{equation*}
\dot{w}=\frac{1}{\rho} \sigma_{i j} d_{j i}=\frac{1}{\rho_{0}} \tau_{i j}^{K} d_{j i} . \tag{10.95}
\end{equation*}
$$

Namely, it is related to the Cauchy stress as

$$
\begin{equation*}
\tau_{i j}^{K}(\boldsymbol{x}) \equiv \frac{\rho_{0}}{\rho} \sigma_{i j} . \tag{10.96}
\end{equation*}
$$

It should be noted that the current configuration is chosen as its reference. This stress can be interpreted as an Eulerian version of the second Piola-Kirchhoff stress explained below.

Although the nominal stress is defined to have its components with respect to the base vectors of the spatially fixed coordinate system, another definition of the Lagrangian stress by the embedded base vectors is possible. To that end, we first rewrite the stress-work in terms of the Green strain tensor. The definition of the deformation rate in Eq.(10.52) leads to

$$
\begin{equation*}
\dot{E}_{I J}=d_{i j} F_{i I} F_{j J}, \quad d_{i j}=X_{I, i} X_{J, j} \dot{E}_{I J} . \tag{10.97a,b}
\end{equation*}
$$

Substitution of this relation into the stress-work of Eq.(10.88) results in

$$
\dot{w}=\frac{1}{\rho} \sigma_{i j} d_{j i}=\frac{1}{\rho} \sigma_{i j} X_{I, i} X_{J, j} \dot{E}_{I J}=\frac{1}{\rho_{0}}\left(\frac{\rho_{0}}{\rho} \sigma_{i j} X_{I, i} X_{J, j}\right) \dot{E}_{I J} .
$$

Then, if the term in the parentheses of the last equation is replaced by a new stress tensor $\boldsymbol{S}(\boldsymbol{X})$, the stress-work above can be written as

$$
\begin{equation*}
\dot{w}=\frac{1}{\rho_{0}} S_{I J} \dot{E}_{J I} . \tag{10.98}
\end{equation*}
$$

This new stress $\boldsymbol{S}(\boldsymbol{X})$ is called the second Piola-Kirchhoff stress, and is defined by

$$
\begin{equation*}
\boldsymbol{S}(\boldsymbol{X})=S_{I J} \boldsymbol{G}_{I} \otimes \boldsymbol{G}_{J}, \quad S_{I J} \equiv \frac{\rho_{0}}{\rho} X_{I, i} X_{J, j} \sigma_{i j}, \quad \sigma_{i j}=\frac{\rho}{\rho_{0}} x_{i, I} x_{j, J} S_{I J} \tag{10.99a,b,c}
\end{equation*}
$$

Eq.(10.98) suggests that the pair of the second Piola-Kirchhoff stress and the Green strain may be appropriate to employ in constructing a constitutive model. Note that the tensor components $S_{I J}$ has somewhat ambiguous meanings from a physical point of view. Moreover, rigorously speaking, the indices of the second Piola-Kirchhoff stress tensor must be given by the superscripts as has been explained in Sec. D. 4 in order to distinguish the covariant and contravariant components, because, in general, the base vectors $\boldsymbol{G}_{I}$ are no longer orthonormal to each other.

Substituting Eq.(10.82) into Eq.(10.99), we can relate two Lagrangian stresses as

$$
\begin{equation*}
S_{I j}^{N}=x_{j, J} S_{I J}, \quad S_{I J}=S_{I j}^{N} X_{J, j} \tag{10.100a,b}
\end{equation*}
$$

Comparing this relation with Eq.(10.99), we can further define a new stress $\boldsymbol{T}^{R}(\boldsymbol{X})$ by

$$
\begin{equation*}
T_{i J}^{R}(X)=x_{i, K} S_{K J}, \quad S_{K J}=X_{K, i} T_{i J}^{R} \tag{10.101a,b}
\end{equation*}
$$

which is called the first Piola-Kirchhoff stress. Finally, the relations between these stress tensors are given by

$$
\begin{equation*}
\sigma_{i j}=\frac{\rho}{\rho_{0}} x_{i, I} \underline{x_{j, J} S_{I J}}=\frac{\rho}{\rho_{0}} x_{i, I} \underline{S_{I j}^{N}}=\frac{\rho}{\rho_{0}} x_{i, I} x_{j, J}^{S_{I J}}=\frac{\rho}{\rho_{0}} T_{i J}^{R} x_{j, J} . \tag{10.102}
\end{equation*}
$$

Although the first Piola-Kirchhoff stress tensor looks like a transpose of the nominal stress tensor, these physical meanings are completely different.

The equilibrium equation in terms of the second Piola-Kirchhoff stress can be deduced by substitution of Eq.(10.100) into Eq.(10.92) as

$$
\begin{equation*}
\left(x_{i, K} S_{J K}\right)_{, J}+\rho_{0} \pi_{i}=\rho_{0} \dot{V}_{i} \tag{10.103}
\end{equation*}
$$

which represents the equilibrium at each material point similarly to Eq.(10.92); e.g. the distributed force must be denoted by $\boldsymbol{\pi}(\boldsymbol{X})$ explicitly. However, this equilibrium is taken to the directions of the base vectors $\boldsymbol{g}_{i}$ in the spatially fixed coordinate system. Since the second Piola-Kirchhoff stress components are directed to the embedded base vectors $\boldsymbol{G}_{K}$, a kind of transformation of the coordinate systems is needed and is expressed by the deformation gradient $\left(x_{i, K}\right)$ in this equation.

## (2) Physical Meanings of Second Piola-Kirchhoff Stress and Green Strain

In order to explain a physical meaning of the second Piola-Kirchhoff stress, the Bernoulli-Euler beam theory in finite displacements in Sec. B. 2 is here employed. This theory is constructed by the use of the second PiolaKirchhoff stress and the Green strain, but the corresponding model shows physically clear characteristics. The internal virtual work term in Eq.(B.21) is expressed by the pair of Eq.(10.105), but it can be rewritten as

$$
\int_{V} S_{11} \delta E_{11} \mathrm{~d} V=\int_{V} \sigma \delta e \mathrm{~d} V=\int_{V}\left(\text { physical component of } S_{11}\right) \delta\left(\text { physical component of } E_{11}\right) \mathrm{d} V,
$$

where the physical component of the second Piola-Kirchhoff stress is defined by Eq.(B.22) as

$$
\sigma=\sqrt{g} S_{11},
$$

because no cross-sectional deformation is allowed in this beam theory. Also, the physical component of Green's strain is defined by the extensional strain in Eq.(B.19) as

$$
e=\sqrt{1+2 E_{11}}-1=\sqrt{g}-1=\epsilon-x_{3} \kappa .
$$

Note that $\sigma$ is not a Cauchy stress component. Since $S_{11}$ is the component to the $\boldsymbol{G}_{1}$-direction, and this base vector is not unit but $\left|\boldsymbol{G}_{1}\right|=\sqrt{g}$, we can express the corresponding vector component $S_{11} \boldsymbol{G}_{1}$ by $\sigma$ above as

$$
S_{11} \boldsymbol{G}_{1}=\sigma \frac{\boldsymbol{G}_{1}}{\left|\boldsymbol{G}_{1}\right|} .
$$

On the other hand, the length of the base vector $\boldsymbol{G}_{1}$ after deformation is a stretch of the corresponding base vector $\boldsymbol{g}_{1}$ before deformation. Hence, $\left|\boldsymbol{G}_{1}\right|=\sqrt{g}$ represents the stretch of the differential line elements parallel to the beam axis. Therefore, $e$ above is a physical component of the Green strain tensor component $E_{x x}$ which is the same as the component defined by Eq.(10.24a). Moreover, it is also equivalent to a component of the extensional strain tensor $\boldsymbol{E}^{E}$ in Eq.(10.44a). Taking into account the conjugateness with respect to the stress-work, we may define an elastic constitutive law by

$$
\sigma=E e, \quad\left(\text { physical component of } S_{11}\right)=(\text { material parameter }) \times\left(\text { physical component of } E_{11}\right)
$$

to model the beam theory which becomes quite beautiful from a physical point of view.
Furthermore, the equilibrium Eq.(B.27) can be written as

$$
\frac{\mathrm{d}}{\mathrm{~d} X}\left[\left(\begin{array}{rr}
\cos \theta(X) & \sin \theta(X) \\
-\sin \theta(X) & \cos \theta(X)
\end{array}\right)\left\{\begin{array}{c}
N(X) \\
V(X)
\end{array}\right\}\right]+\left\{\begin{array}{c}
p(X) \\
q(X)
\end{array}\right\}=\left\{\begin{array}{l}
0 \\
0
\end{array}\right\}
$$

where the axial force $N$ is an internal force to the direction of the beam axis rotated by $\theta$ due to bending, and the shear force $V$ is a force component normal to $N$. Namely, these internal forces are the components to the $\boldsymbol{G}_{K}$-directions, while the applied forces $p$ and $q$ are oriented to the $\boldsymbol{g}_{i}$-directions of the spatially fixed coordinate system. Therefore, the coordinate transformation matrix using the slope $\theta$ of the beam axis is necessary in the equilibrium equation above, and it corresponds to the term ( $x_{i, K}$ ) in Eq.(10.103). As has been explained above, the derivative is taken with respect to the material point $X$, and the applied forces $p$ and $q$ are functions of the material point $X$.

## (3) Biot Stress

Since the extensional strain $\boldsymbol{E}^{E}$ appears in the preceding section dealing with the beam theory, we here introduce another stress tensor [59] conjugate with $\boldsymbol{E}^{E}$ defined by Eq.(10.44a). Incidentally, the extensional strain is often called the Biot strain. From Eqs.(10.9), (10.18) and (10.44a), we have a relation as

$$
\dot{E}_{I J}=\frac{1}{2}\left(\dot{U}_{K I} U_{K J}+U_{K I} \dot{U}_{K J}\right) .
$$

Substituting this equation into Eq.(10.98), and considering that $\dot{\boldsymbol{E}}^{E}=\dot{\boldsymbol{U}}$ from Eq.(10.44a), we can define a symmetric stress tensor through the conjugateness of the stress-work with $\dot{\boldsymbol{E}}^{E}$ as

$$
\dot{w}=\frac{1}{\rho_{0}} S_{I J} \dot{E}_{J I}=\frac{1}{\rho_{0}}\left\{\frac{1}{2}\left(S_{J K} U_{K I}+U_{J K} S_{K I}\right)\right\} \dot{E}_{J I}^{E}
$$

because both $\boldsymbol{S}$ and $\boldsymbol{U}$ are symmetric tensors. The term in the braces of the last equation defines such a new stress $T(X)$ by

$$
\begin{equation*}
\boldsymbol{T} \equiv \frac{1}{2}(\boldsymbol{S} \boldsymbol{U}+\boldsymbol{U} \boldsymbol{S}), \quad T_{I J} \equiv \frac{1}{2}\left(S_{I K} U_{K J}+U_{I K} S_{K J}\right) \tag{10.104a,b}
\end{equation*}
$$

which is called the Biot stress. We here summarize the pairs in the stress-work as

$$
\begin{equation*}
\dot{w}=\frac{1}{\rho} \sigma_{i j} d_{j i}=\frac{1}{\rho_{0}} \tau_{i j}^{K} d_{j i}=\frac{1}{\rho_{0}} S_{I j}^{N} v_{j, I}=\frac{1}{\rho_{0}} S_{I J} \dot{E}_{J I}=\frac{1}{\rho_{0}} T_{I J} \dot{E}_{J I}^{E} . \tag{10.105}
\end{equation*}
$$

The term 'conjugateness' has been used to represent the characteristics of these pars.
By the way, another definition of a non-symmetric stress tensor corresponding to the Biot stress can be possible, and it is

$$
\begin{equation*}
T_{I J}^{\text {NoNsYM }} \equiv U_{I K} S_{K J} \tag{10.106}
\end{equation*}
$$

through the similar manipulation. Substituting this definition into Eq.(10.100), and considering the polar decomposition theorem, we can derive a relation between this stress and the nominal stress as

$$
S_{I j}^{N}=T_{I K}^{\mathrm{NONSYM}} R_{j K} .
$$

Since the nominal stress $\boldsymbol{S}^{N}$ has components in the spatially fixed coordinate system, the Biot stress can be interpreted as a stress having components parallel to the embedded base vectors in the current configuration per unit area in the initial configuration.

### 10.3.3 Physical Meaning of Stresses

## (1) Differences between Stresses

We here compare physical meanings of the stresses defined in the preceding sections by the use of Fig. 10.9.
Cauchy stress (true stress) $\boldsymbol{\sigma}=\sigma_{i j} \boldsymbol{g}_{i} \otimes \boldsymbol{g}_{j}$ : It corresponds to the internal traction vector $\widetilde{\boldsymbol{R}}$ on an area in the current configuration, and its components are in the directions of the base vectors of the spatially fixed coordinate system per the unit area which is not necessarily unit in the initial configuration. It may be the most comprehensible stress but is not easily measured directly in experiments.
first Piola-Kirchhoff stress $\boldsymbol{T}^{R}=T_{i J}^{R} \boldsymbol{g}_{i} \otimes \boldsymbol{G}_{J}$ : It is similar to the Cauchy stress, but its components have magnitudes $\frac{\rho_{0}}{\rho}$ times those of the Cauchy stress. Also they are in the directions of the base vectors of the embedded coordinate system; e.g. $T_{11}^{R}$ is not necessarily normal to $T_{12}^{R}$.
nominal stress $S^{N}=S_{I j}^{N} \boldsymbol{G}_{I} \otimes \boldsymbol{g}_{j}$ : It corresponds to the internal traction vector $\boldsymbol{R}$ in the current configuration on an area which has been unit in the initial configuration. The components are in the directions of the base vectors of the spatially fixed coordinate system. The area in the current configuration is not necessarily unit. It may be the most important stress in the updated Lagrangian description.


Fig. 10.9 Typical stress tensors: Cauchy stress, nominal stress and two kinds of Piola-Kirchhoff stresses
second Piola-Kirchhoff stress $\boldsymbol{S}=S_{I J} \boldsymbol{G}_{I} \otimes \boldsymbol{G}_{J}$ : It corresponds to the internal traction vector $\boldsymbol{R}$ in the current configuration on an area which has been unit in the initial configuration. The components are in the directions of the base vectors of the embedded coordinate system. The area in the current configuration is not necessarily unit, and $S_{11}$ is not always normal to $S_{12}$. It may be a comprehensible stress similarly to the Cauchy stress, but its components do not always have physically clear meanings. Therefore, careful consideration is usually needed to use it in the constitutive models. It may be also the most important stress in the Lagrangian and updated Lagrangian descriptions.
Biot stress $\boldsymbol{T} \simeq T_{I J} \boldsymbol{G}_{I} \otimes \overline{\boldsymbol{G}}_{J}, \overline{\boldsymbol{G}}_{J} \equiv \frac{\boldsymbol{G}_{\underline{J}}}{\left|\boldsymbol{G}_{\underline{J}}\right|}$ (no sum on $\underline{J}$ ): It corresponds to the internal traction vector $\boldsymbol{R}$ in the current configuration on an area which has been unit in the initial configuration. The components are in the directions of the 'normalized' base vectors of the embedded coordinate system.

## (2) Example

As a simple example, consider a deformed state in Fig. 10.2; i.e. Fig. 10.10, where the body rotates by $\alpha$ in the $x_{1}-x_{2}$ plane and is stretched by $\Lambda_{i}(i=1,2,3)$ in three directions of the embedded base vectors. Only one internal traction $R$ exists in the $\frac{\boldsymbol{G}_{1}}{\left|\boldsymbol{G}_{1}\right|}$-direction. Note that this is a quite special case where normality of the components holds for all the stress tensors compared here. Just like the standard tensile tests of steel specimens, the traction $R$ in this figure is defined by an internal force in the current configuration per unit area in the initial configuration. Because of this definition of $R$, it is easy to calculate the second Piola-Kirchhoff stress. However, its component is in the $\boldsymbol{G}_{1}$-direction, so that we have

$$
\boldsymbol{R}=R \frac{\boldsymbol{G}_{1}}{\left|\boldsymbol{G}_{1}\right|}=S_{11} \boldsymbol{G}_{1} \quad \rightarrow \quad S_{11}=\frac{R}{\left|\boldsymbol{G}_{1}\right|}
$$

Since the norm of $\boldsymbol{G}_{1}$ is not unity but equivalent to the stretch: i.e. $\Lambda_{1}=\left|\boldsymbol{G}_{1}\right|$, the equation above results in

$$
\begin{equation*}
S_{11}(\boldsymbol{X})=\frac{R}{\Lambda_{1}}, \quad \text { other } S_{I J}=0 \tag{10.107a,b}
\end{equation*}
$$

Hence, $R$ can be interpreted as a physical component of the second Piola-Kirchhoff stress $S_{11}$ and has the dimension of pressure. Next, the Biot stress can be calculated from Eq.(10.104) as

$$
T_{11}=R, \quad \text { other } T_{I J}=0
$$

implying that it is one of the physically meaningful Lagrangian stresses. On the other hand, the nominal stress corresponds to the components of the same traction in the directions of the base vectors $\boldsymbol{g}_{i}$ of the spatially fixed coordinate system, so that we can evaluate them as

$$
\begin{equation*}
S_{11}^{N}(\boldsymbol{X})=R \cos \alpha, \quad S_{12}^{N}(\boldsymbol{X})=R \sin \alpha, \quad S_{21}^{N}(\boldsymbol{X})=0, \quad S_{22}^{N}(\boldsymbol{X})=0 . \tag{10.108a,b,c,d}
\end{equation*}
$$

Since the Cauchy stress is evaluated per unit area in the current configuration, the equilibrium equations in the second figure from the right in Fig. 10.10 are

$$
\begin{equation*}
\sigma_{11} \Lambda_{2} \Lambda_{3} \cos \alpha+\sigma_{21} \Lambda_{2} \Lambda_{3} \sin \alpha=R \cos \alpha, \quad \sigma_{12} \Lambda_{2} \Lambda_{3} \cos \alpha+\sigma_{22} \Lambda_{2} \Lambda_{3} \sin \alpha=R \sin \alpha \tag{a}
\end{equation*}
$$



Fig. 10.10 Several stress tensors in a simple specimen

Similarly, from the rightmost figure of the same figure, we have

$$
\sigma_{11} \Lambda_{3} \Lambda_{1} \sin \alpha-\sigma_{21} \Lambda_{3} \Lambda_{1} \cos \alpha=0, \quad \sigma_{12} \Lambda_{3} \Lambda_{1} \sin \alpha-\sigma_{22} \Lambda_{3} \Lambda_{1} \cos \alpha=0
$$

because the upper surface is a free surface; i.e.

$$
\sigma_{21}=\sigma_{11} \tan \alpha, \quad \sigma_{22}=\sigma_{12} \tan \alpha=\sigma_{11} \tan ^{2} \alpha
$$

Substitution of these relations into Eq.(a) yields the Cauchy stress as

$$
\begin{equation*}
\sigma_{11}(\boldsymbol{x})=\frac{R \cos ^{2} \alpha}{\Lambda_{2} \Lambda_{3}}, \quad \sigma_{12}(\boldsymbol{x})=\frac{R \sin \alpha \cos \alpha}{\Lambda_{2} \Lambda_{3}}, \quad \sigma_{22}(\boldsymbol{x})=\frac{R \sin ^{2} \alpha}{\Lambda_{2} \Lambda_{3}} . \tag{10.109a,b,c}
\end{equation*}
$$

Of course, knowing that $\frac{R}{\Lambda_{2} \Lambda_{3}}$ in the right-hand side is a component of the Cauchy stress in the $\frac{\boldsymbol{G}_{I}}{\left|\boldsymbol{G}_{I}\right|}$-direction, we easily recognize that these relations simply show the coordinate transformation Eq.(2.41) of the stress components.

Next, as the conservation law of mass demands

$$
\begin{equation*}
\text { mass }=\rho_{0} \mathrm{~d} V_{0}=\rho \mathrm{d} V \quad \rightarrow \quad \rho_{0} \times 1=\rho \times \Lambda_{1} \Lambda_{2} \Lambda_{3} \quad \rightarrow \quad \frac{\rho}{\rho_{0}}=\frac{1}{\Lambda_{1} \Lambda_{2} \Lambda_{3}} \tag{b}
\end{equation*}
$$

the Kirchhoff stress corresponding to the Cauchy stress above is obtained from its definition in Eq.(10.96) as

$$
\begin{equation*}
\tau_{11}^{K}=\frac{\rho_{0}}{\rho} \sigma_{11}=\Lambda_{1} \Lambda_{2} \Lambda_{3} \sigma_{11}=R \Lambda_{1} \cos ^{2} \alpha, \quad \tau_{12}^{K}=R \Lambda_{1} \sin \alpha \cos \alpha, \quad \tau_{22}^{K}=R \Lambda_{1} \sin ^{2} \alpha \tag{10.110a,b,c}
\end{equation*}
$$

implying some ambiguity of this stress tensor. Also, the traction $\tilde{f}_{1}$ on the surface with normal vector $\boldsymbol{g}_{1}$ directly relating to the Kirchhoff stress may be calculated by

$$
\tilde{f}_{1}=\tau_{11}^{K} \boldsymbol{g}_{1}+\tau_{12}^{K} \boldsymbol{g}_{2}
$$

Then, decomposing it into the $\frac{\boldsymbol{G}_{1}}{\left|\boldsymbol{G}_{1}\right|}$ and $\frac{\boldsymbol{G}_{2}}{\left|\boldsymbol{G}_{2}\right|}$-directions, we must have

$$
\tilde{f}_{1}=\tau_{11}^{K} \boldsymbol{g}_{1}+\tau_{12}^{K} \boldsymbol{g}_{2}=\tilde{\tau}_{11}^{K} \frac{\boldsymbol{G}_{1}}{\left|\boldsymbol{G}_{1}\right|}+\tilde{\tau}_{12}^{K} \frac{\boldsymbol{G}_{2}}{\left|\boldsymbol{G}_{2}\right|},
$$

and the components $\tilde{\tau}_{11}^{K}$ and $\tilde{\tau}_{12}^{K}$ are obtained as

$$
\tilde{\tau}_{11}^{K}=\tau_{11}^{K} \cos \alpha+\tau_{12}^{K} \sin \alpha=R \Lambda_{1} \cos \alpha, \quad \tilde{\tau}_{12}^{K}=\tau_{12}^{K} \cos \alpha-\tau_{11}^{K} \sin \alpha=0 .
$$

Eventually, since the first Piola-Kirchhoff stress can be calculated by

$$
\tilde{f}_{1}=\tau_{11}^{K} \boldsymbol{g}_{1}+\tau_{12}^{K} \boldsymbol{g}_{2}=\tilde{\tau}_{11}^{K} \frac{\boldsymbol{G}_{1}}{\left|\boldsymbol{G}_{1}\right|}+\tilde{\tau}_{12}^{K} \frac{\boldsymbol{G}_{2}}{\left|\boldsymbol{G}_{2}\right|}=T_{11}^{R} \boldsymbol{G}_{1}+T_{12}^{R} \boldsymbol{G}_{2},
$$

we have

$$
T_{11}^{R}=\frac{\tilde{\tau}_{11}^{K}}{\left|G_{1}\right|}=\frac{\tilde{\tau}_{11}^{K}}{\Lambda_{1}}=R \cos \alpha, \quad T_{12}^{R}=\frac{\tilde{\tau}_{12}^{K}}{\Lambda_{2}}=0 .
$$

Similar manipulation on the surface with its normal vector $\boldsymbol{g}_{2}$ leads to

$$
\tilde{\tau}_{21}^{K}=\tau_{21}^{K} \cos \alpha+\tau_{22}^{K} \sin \alpha=R \Lambda_{1} \sin \alpha, \quad \tilde{\tau}_{22}^{K}=\tau_{22}^{K} \cos \alpha-\tau_{21}^{K} \sin \alpha=0,
$$

to obtain

$$
T_{21}^{R}=\frac{\tilde{\tau}_{21}^{K}}{\left|\boldsymbol{G}_{1}\right|}=\frac{\tilde{\tau}_{21}^{K}}{\Lambda_{1}}=R \sin \alpha, \quad T_{22}^{R}=\frac{\tilde{\tau}_{22}^{K}}{\Lambda_{2}}=0
$$

Namely, we have

$$
\begin{equation*}
T_{11}^{R}(\boldsymbol{x})=R \cos \alpha, \quad T_{12}^{R}(\boldsymbol{x})=0, \quad T_{21}^{R}(\boldsymbol{x})=R \sin \alpha, \quad T_{22}^{R}(\boldsymbol{x})=0 \tag{10.111a,b,c,d}
\end{equation*}
$$

It may show that they are transpose of the nominal stress components, but apparently these two tensors are physically different quantities because the different tractions are evaluated to define their components.

So far, calculations are carried out through the mechanical and geometric considerations. We here check them by using the relations between stress tensors in the preceding section. This deformed state is so simple that the deformation gradient is given by Eq.(10.34); i.e.

$$
\left(\frac{\partial x_{i}}{\partial X_{J}}\right)=\left(x_{i, J}\right)=\left(\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
\Lambda_{1} & 0 & 0 \\
0 & \Lambda_{2} & 0 \\
0 & 0 & \Lambda_{3}
\end{array}\right)=\left(\begin{array}{ccc}
\Lambda_{1} \cos \alpha & -\Lambda_{2} \sin \alpha & 0 \\
\Lambda_{1} \sin \alpha & \Lambda_{2} \cos \alpha & 0 \\
0 & 0 & \Lambda_{3}
\end{array}\right)
$$

By the use of this gradient, substituting Eq.(10.107) into Eq.(10.99) with Eq.(b), we can obtain

$$
\begin{aligned}
& \sigma_{11}=\frac{\rho}{\rho_{0}} x_{1,1} x_{1,1} S_{11}=\frac{1}{\Lambda_{1} \Lambda_{2} \Lambda_{3}} \Lambda_{1}^{2} \cos ^{2} \alpha \frac{R}{\Lambda_{1}}=\frac{R \cos ^{2} \alpha}{\Lambda_{2} \Lambda_{3}} \\
& \sigma_{12}=\frac{\rho}{\rho_{0}} x_{1,1} x_{2,1} S_{11}=\frac{1}{\Lambda_{1} \Lambda_{2} \Lambda_{3}} \Lambda_{1}^{2} \sin \alpha \cos \alpha \frac{R}{\Lambda_{1}}=\frac{R \sin \alpha \cos \alpha}{\Lambda_{2} \Lambda_{3}} \\
& \sigma_{22}=\frac{\rho}{\rho_{0}} x_{2,1} x_{2,1} S_{11}=\frac{1}{\Lambda_{1} \Lambda_{2} \Lambda_{3}} \Lambda_{1}^{2} \sin ^{2} \alpha \frac{R}{\Lambda_{1}}=\frac{R \sin ^{2} \alpha}{\Lambda_{2} \Lambda_{3}}
\end{aligned}
$$

which are identical with those of Eq.(10.109).
Next, substitution of Eq.(10.107) into Eq.(10.101) yields the first Piola-Kirchhoff stress as

$$
T_{11}^{R}=x_{1,1} S_{11}=\frac{R}{\Lambda_{1}} \Lambda_{1} \cos \alpha=R \cos \alpha, \quad T_{21}^{R}=x_{2,1} S_{11}=R \sin \alpha
$$

which is equivalent to Eq.(10.111). Similarly, from Eq.(10.79), we obtain the nominal stress as

$$
S_{11}^{N}=S_{11} x_{1,1}=\frac{R}{\Lambda_{1}} \Lambda_{1} \cos \alpha=R \cos \alpha, \quad S_{12}^{N}=S_{11} x_{2,1}=R \sin \alpha
$$

which is the same as Eq.(10.108). Incidentally, when the deformation is small enough to have $\Lambda_{i} \simeq 1$ and $\alpha \simeq 0$, there exists no difference between stress tensors.

By the way, most readers are not familiar with the term 'nominal stress' as a stress tensor. Usually, the 'nominal stress' (not the nominal stress tensor) ${ }^{7}$ is a scalar stress evaluated by the load cell measurement and the initial cross-sectional area in the standard tensile tests. Also, the first Piola-Kirchhoff stress tensor is supposed to correspond to this scalar nominal stress. However, the tensile specimens rotate after the Lüders bands develop as is shown in Fig. 10.11, and the scalar


Fig. 10.11 Nominal stress nominal stress is measured to the direction of the spatially fixed coordinate system. Therefore, this scalar nominal stress can be interpreted as one kind of physical component of the nominal stress tensor rather than the first Piola-Kirchhoff stress tensor.

### 10.3.4 Objective Stress Rates

Generally, most engineering materials undergo plastic deformation in the state of the finite deformation. In many models of plasticity, the history-dependent characteristics are taken into account through the flow rule which is usually defined in terms of the incremental deformation or the rate of change of deformation. Accordingly, in many standard models constructed under the assumption of the additive decomposition in Eq.(10.73), the corresponding elasticity is often modeled by an incremental form as

$$
\begin{equation*}
\stackrel{\star}{\boldsymbol{\sigma}}(x)=C(x):\left\{d(x)-d^{\mathrm{p}}(x)\right\}, \tag{*}
\end{equation*}
$$

[^22]where $\boldsymbol{d}$ is the deformation rate, and $\boldsymbol{d}^{p}$ is its plastic part; $\boldsymbol{C}$ is the elasticity tensor. The deformation rate is used here as an example, but the proper rate basing on the conjugateness with respect to the stress-work of Eq.(10.105) must be employed depending on the choice of $\boldsymbol{\sigma}$ in the left-hand side. Also, $\stackrel{\star}{\boldsymbol{\sigma}}(\boldsymbol{x})$ denotes a kind of the incremental stress or the rate of change of the stress and is called the objective stress rate.

We first explain a literal meaning of the term 'objective.' Remember the polar decomposition theorem, and the deformation gradient is decomposed into the rotational part $\boldsymbol{R}$ and the stretch part. The latter part represents the essential deformation which the materials actually feel. The deformation rate is also independent of the rotational part $\omega^{R}$. Therefore, if the elasticity is modeled in the form of Eq. $(*)$, the stress rate in the left-hand side must be also free from rotation and should represent genuine resistance of the materials. Such a rate is called the objective stress rate. A stress rate observed from the coordinate system which rotates together with the materials may become a candidate of the objective stress rates. For example, the rate of change of the second Piola-Kirchhoff stress $\dot{S}$ may be one of such candidates. However, it is not so realistic to trace deformation from the initial state through the ultimate stage by using the second Piola-Kirchhoff stress. Furthermore, considering that the plasticity is a tangential resistance property in the current configuration, we believe that the updated Lagrangian approach explained later in Sec. 10.4 may be appropriate to employ in order to express such incremental constitutive models.

As a typical example of the incremental stress in the current configuration, we first examine the material derivative of the Cauchy stress in a rigidly rotating body as is shown in Fig. 10.12. This figure depicts a $\mathrm{bar}^{8}$ resisting with a constant stress $\sigma_{0}$ which rotates by a constant angular velocity $\omega$. Suppose that this bar is horizontal at time $t=0$, and the Cauchy stress components are calculated from the coordinate transformation Eq.(2.41) as

$$
\sigma_{11}=\sigma_{0} \cos ^{2} \omega t, \quad \sigma_{22}=\sigma_{0} \sin ^{2} \omega t, \quad \sigma_{12}=\frac{1}{2} \sigma_{0} \sin 2 \omega t
$$



Fig. 10.12 Objective stress rate

Then, the time derivatives of these are obtained as

$$
\begin{equation*}
\dot{\sigma}_{11}=-\omega \sigma_{0} \sin 2 \omega t, \quad \dot{\sigma}_{22}=\omega \sigma_{0} \sin 2 \omega t, \quad \dot{\sigma}_{12}=\omega \sigma_{0} \cos 2 \omega t \tag{10.113a,b,c}
\end{equation*}
$$

Although this bar does NOT feel any kinds of changes of deformation, the time change of the Cauchy stress components are NOT zero. Namely, the time derivative of the Cauchy stress cannot represent the change of resistance inside the body and cannot be used to express the incremental constitutive models.

Then, instead of the simple time derivative, let us examine a new rate of the change of the Cauchy stress observed from the coordinate system which rotates together with the material. Let $x_{i}^{\prime}$ denotes such an embedded coordinate in the current configuration which coincides with the spatially fixed coordinate at time $t=t$; i.e.

$$
x_{i}^{\prime}(t)=x_{i}(t)
$$

From this embedded coordinate system, the change of a differential element $\mathrm{d} x_{i}$ can be observed as

$$
\mathrm{d} x_{i}(t+\delta t)=\mathrm{d} x_{i}(t)+\delta t \mathrm{~d} v_{i}(t)=\left(\delta_{i j}+\delta t v_{i, j}\right) \mathrm{d} x_{j}(t)
$$

But, since $\mathrm{d} x_{i}^{\prime}(t)$ is attached to the material, relations as

$$
\mathrm{d} x_{i}^{\prime}(t)=\mathrm{d} x_{i}(t)=\mathrm{d} x_{i}^{\prime}(t+\delta t)
$$

hold, and the equation above can be rewritten as

$$
\mathrm{d} x_{i}(t+\delta t)=\left(\delta_{i j}+\delta t v_{i, j}\right) \mathrm{d} x_{j}^{\prime}(t+\delta t)
$$

Then its inverse relation is obtained as

$$
\mathrm{d} x_{i}^{\prime}(t+\delta t)=\left(\delta_{i j}-\delta t v_{i, j}\right) \mathrm{d} x_{j}(t+\delta t)
$$

where the term in the parentheses in the right-hand side is a kind of the coordinate transformation between the spatially fixed coordinate and the embedded coordinate at time $t=t+\delta t$. Incidentally, it can be proved later on that the Cauchy stress is updated by a simple addition as

$$
\begin{equation*}
\sigma_{i j}(t+\delta t)=\sigma_{i j}(t)+\delta t \dot{\sigma}_{i j}(t) \tag{10.114}
\end{equation*}
$$

[^23]Applying the coordinate transformation above to the second order tensor, we can have a relation as

$$
\sigma_{i j}^{\prime}(t+\delta t)=\left(\delta_{i k}-\delta t v_{i, k}\right)\left(\delta_{j l}-\delta t v_{j, l}\right) \sigma_{k l}(t+\delta t)
$$

Substituting this relation into the equation above, and taking only the first order terms with respect to $\delta t$, we obtain

$$
\sigma_{i j}^{\prime}(t+\delta t)=\sigma_{i j}(t)+\delta t\left[\dot{\sigma}_{i j}-v_{i, k} \sigma_{k j}-v_{j, k} \sigma_{k i}\right]
$$

Since $\sigma_{i j}^{\prime}(t)=\sigma_{i j}(t)$ at time $t=t$, the rate of change of the Cauchy stress observed from the embedded coordinate system can be defined by

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\sigma}_{i j} \equiv \lim _{\delta t \rightarrow 0} \frac{\sigma_{i j}^{\prime}(t+\delta t)-\sigma_{i j}^{\prime}(t)}{\delta t}=\dot{\sigma}_{i j}-v_{i, k} \sigma_{k j}-v_{j, k} \sigma_{k i}=\dot{\sigma}_{i j}-l_{i k} \sigma_{k j}-l_{j k} \sigma_{k i} \tag{10.115}
\end{equation*}
$$

which is called the Oldroyd stress rate. For the rotating bar in Fig. 10.12, the kinematics are given by

$$
\begin{equation*}
v_{1,1}=0, \quad v_{1,2}=-\omega, \quad v_{2,1}=\omega, \quad v_{2,2}=0 \tag{10.116a,b,c,d}
\end{equation*}
$$

Substituting these equations and Eqs.(10.112) and (10.113) into Eq.(10.115), we can finally show that

$$
\stackrel{\sqcup}{\sigma}_{11}=0, \quad \stackrel{\sqcup}{\sigma}_{22}=0, \quad \stackrel{\cup}{\sigma}_{12}=0
$$

i.e. the Oldroyd stress rate $\stackrel{\dot{\sigma}}{ }$ actually represents the 'feeling' (resistance) of the bar, in which there exists no change of resistance.

The most famous and frequently used objective stress rate is the Jaumann rate. This is also defined in another embedded coordinate system which rotates with the materials but does not deform. Namely, neglecting the deformation rate part $\boldsymbol{d}$ from the velocity gradient $\boldsymbol{l}$ in Eq.(10.115) above, we can define another stress rate by

$$
\begin{equation*}
\stackrel{\nabla}{\sigma}_{i j} \equiv \dot{\sigma}_{i j}-w_{i k} \sigma_{k j}-w_{j k} \sigma_{k i} \tag{10.117}
\end{equation*}
$$

which is called the Jaumann rate of the Cauchy stress ${ }^{9}$ or the corotational stress rate. Furthermore, by adding objective terms such as $\pm\left(\sigma_{i j} d_{k k}\right)$ and $\pm\left(d_{i k} \sigma_{k j}+d_{j k} \sigma_{k i}\right)$ to this Jaumann rate, we can define an infinite number of objective stress rates: e.g. see Fig. 10.14. For example, the Jaumann rate of the Kirchhoff stress ${ }^{\nabla} K$ by

$$
\begin{equation*}
\stackrel{\nabla}{\tau}_{i j}^{K} \equiv \stackrel{\nabla}{\sigma}_{i j}+\sigma_{i j} d_{k k} . \tag{10.118}
\end{equation*}
$$

Readers who are interested in the mathematical explanation of the objectivity should read many other good references; e.g. [48].

### 10.4 Setting Current Configuration as Reference

### 10.4.1 Updated Lagrangian Approach

For solids, it is preferable to use the Langangian approach because the history-dependence must be taken into account. Furthermore, especially concerning the plasticity, the tangential resistance characteristics in the current configuration must be properly modeled. This suggests that, in describing the instantaneous behaviors, we must let the reference configuration of the Lagrangian quantities coincide with the current configuration. This kind of the Lagrangian formulation by setting the current configuration as the reference may be called the updated Lagrangian approach. For example, we can set that

$$
\begin{equation*}
\lim _{0 \rightarrow t} \boldsymbol{F}=\boldsymbol{I}, \quad \lim _{0 \rightarrow t} J=1, \quad \lim _{0 \rightarrow t} \rho_{0}=\rho, \quad \cdots \text { etc. } \tag{10.119a,b,c}
\end{equation*}
$$

where a symbol $\left(\lim _{0 \rightarrow t}\right)$ denotes a non-standard limit to make the current configuration coincident with the reference state. Moreover, the corresponding time derivatives can be evaluated by letting the current configuration as the references of the Lagrangian quantities after taking their time derivatives.

[^24]
### 10.4.2 Deformation Rate

First, recall that the time derivative of the logarithmic strain $\boldsymbol{E}^{L}$ in Eq.(10.69) is not equal to the logarithmic strain rate $\boldsymbol{d}^{L}$. However, when the updated Lagrangian limit in Eq.(10.119) is applied to the logarithmic strain, we can show an equivalency as

$$
\begin{equation*}
\lim _{0 \rightarrow t}\left(E^{L}\right)=(0), \quad \lim _{0 \rightarrow t}(N)=(n) \quad \rightarrow \quad \lim _{0 \rightarrow t}\left(\dot{E}^{L}\right)=(n)\left[(\ln \Lambda)^{\cdot}\right](n)^{\mathrm{T}}=\left(d^{L}\right) \tag{10.120}
\end{equation*}
$$

Also, from Eq.(10.52), we obtain

$$
\begin{equation*}
\lim _{0 \rightarrow t}(\dot{E})=(d) \tag{10.121}
\end{equation*}
$$

which shows that the updated Lagrangian rate of the total Lagrangian strain coincides with the deformation rate. From this viewpoint, the typical objective deformation tensor $\boldsymbol{d}$ is expected to be used as a measure of the rate of change of deformation in the sense of Lagrangian description. For example, readers may accept that, in the Prandtl-Reuss flow rule generalized for finite deformation, the deformation rate can be used as follows;

$$
d_{i j}^{\mathrm{p}}=\lambda_{\mathrm{PR}} \sigma_{i j}^{\prime} \quad \text { or } \quad d_{i j}^{\mathrm{p}}=\lambda \frac{\partial f}{\partial \sigma_{i j}},
$$

where $f$ is a yield function.

### 10.4.3 Stress Rates

The second Piola-Kirchhoff stress is a typical Lagrangian stress tensor and is conjugate with the Green strain from a viewpoint of the stress-work of Eq.(10.105). The elastic Bernoulli-Euler beam theory using this pair becomes a physically rational one as has been shown in Sec. B.2. Also, many researches have recently been carried out employing a model of the hyperelasticity defined by this pair. In the preceding section, we show that the deformation rate is the updated Lagrangian limit of the Green strain, so that the deformation rate can be used to describe the incremental constitutive models. Then, as a counterpart with respect to the stress-work, we here evaluate the updated Lagrangian limit of the second Piola-Kirchhoff stress. Since $X_{I, k} x_{k, J}=\delta_{I J}$, we have a relation as

$$
\begin{equation*}
0=\left(X_{I, k} x_{k, J}\right)^{\cdot}=\dot{X}_{I, k} x_{k, J}+X_{I, k} \dot{x}_{k, J}=\left(\dot{X}_{I, k}+X_{I, m} v_{m, k}\right) x_{k, J} \quad \rightarrow \quad \dot{X}_{I, j}=-X_{I, k} v_{k, j} . \tag{*}
\end{equation*}
$$

After taking a time derivative of Eq.(10.99), substituting Eqs.(*) and (10.58) into it, we obtain

$$
\dot{S}_{I J}=J v_{k, k} \sigma_{i j} X_{I, i} X_{J, j}-J X_{I, k} v_{k, i} X_{J, j} \sigma_{i j}-J X_{J, k} v_{k, j} X_{I, j} \sigma_{i j}+J X_{I, i} X_{J, j} \dot{\sigma}_{i j}
$$

Then, the updated Lagrangian limit of this derivative yields a new stress rate defined by

$$
\begin{equation*}
\dot{s}_{i j} \equiv \lim _{0 \rightarrow t} \dot{S}_{I J}=\dot{\sigma}_{i j}+v_{k, k} \sigma_{i j}-v_{i, k} \sigma_{k j}-v_{j, k} \sigma_{i k} \tag{10.122}
\end{equation*}
$$

Since Eqs.(10.112), (10.113) and (10.116) hold in the case of rigid motion in Fig. 10.12, Eq.(10.122) results in

$$
\dot{s}_{11}=0, \quad \dot{s}_{22}=0, \quad \dot{s}_{12}=0
$$

indicating that this new stress rate is also objective. This stress rate $\dot{\boldsymbol{s}}$ is hereafter denoted by $\stackrel{\vee}{\sigma}$ and is called the Truesdell stress rate defined by

$$
\begin{equation*}
\stackrel{\vee}{\sigma}_{i j} \equiv \dot{s}_{i j}=\dot{\sigma}_{i j}+v_{k, k} \sigma_{i j}-v_{i, k} \sigma_{k j}-v_{j, k} \sigma_{k i}=\left(\stackrel{\nabla}{\sigma}_{i j}+\sigma_{i j} d_{k k}\right)-d_{i k} \sigma_{k j}-d_{j k} \sigma_{k i} \tag{10.123}
\end{equation*}
$$

where the term in the parentheses of the last equation is the Jaumann rate of the Kirchhoff stress given by Eq.(10.118). Moreover, it is related to the Oldroyd stress rate in Eq.(10.115) as

$$
\begin{equation*}
\stackrel{\vee}{\sigma}_{i j}=\stackrel{\llcorner }{\sigma}_{i j}+\sigma_{i j} d_{k k} \tag{10.124}
\end{equation*}
$$

so that these are identical for the incompressible materials.
Incidentally, the Truesdell stress rate can be decomposed as
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and is interpreted as is shown in Fig. 10.13. The Truesdell stress rate is the increment of the second Piola-Kirchhoff stress, and represents the incremental resistance felt by the four bars in this figure observed from the coordinate system embedded on them. Then, the first three terms correspond to the Jaumann rate of the Cauchy stress which excludes only spin terms from the material derivative of the Cauchy stress; i.e. the rigid rotation of $\boldsymbol{G}_{I}$ is removed from $\boldsymbol{S}=S_{I J} \boldsymbol{G}_{I} \otimes \boldsymbol{G}_{J}$ which is depicted by the second figure from the left. The fourth term takes into account the volumetric deformation of the embedded coordinate system, while the fifth and sixth terms are due to the distortional deformation which is the angle change of the normality of the base vectors $\boldsymbol{G}_{I}$.

Next, we evaluate the rate of change of the Biot stress. From the polar decomposition theorem, we have $\dot{F}_{i J}=\dot{R}_{i K} U_{K J}+R_{i K} \dot{U}_{K J}$, and

$$
\lim _{0 \rightarrow t} \dot{F}_{i J}=l_{i j}=\lim _{0 \rightarrow t} \dot{R}_{i K}+\lim _{0 \rightarrow t} \dot{U}_{K J} .
$$

Also, since $\lim _{0 \rightarrow t} \dot{R}_{i J}=\lim _{0 \rightarrow t} \omega_{i j}^{R}$ from Eq.(10.53), Eq.(10.70) results in

$$
\lim _{0 \rightarrow t} w_{i j}=\lim _{0 \rightarrow t} \omega_{i j}^{R} .
$$

Using these two equations, we can show that

$$
\lim _{0 \rightarrow t} \dot{U}_{K J}=l_{i j}-w_{i j}=d_{i j}
$$

Since a time derivative of the Biot stress can be evaluated from Eq.(10.104) as

$$
\dot{T}_{I J}=\frac{1}{2}\left(\dot{S}_{I K} U_{K J}+U_{I K} \dot{S}_{K J}+S_{I K} \dot{U}_{K J}+\dot{U}_{I K} S_{K J}\right)
$$

its updated Lagrangian limit leads to a new objective stress rate as
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$$
\begin{align*}
\stackrel{\odot}{\sigma}_{i j} \equiv \dot{t}_{i j} \equiv \lim _{0 \rightarrow t} \dot{T}_{I J} & \stackrel{\vee}{\sigma}_{i j}+\frac{1}{2}\left(\sigma_{i k} d_{k j}+d_{i k} \sigma_{k j}\right)  \tag{10.126}\\
& =\stackrel{\nabla}{\sigma}_{i j}+v_{k, k} \sigma_{i j}-\frac{1}{2}\left(\sigma_{i k} d_{k j}+d_{i k} \sigma_{k j}\right)=\nabla_{i j}^{K}-\frac{1}{2}\left(\sigma_{i k} d_{k j}+d_{i k} \sigma_{k j}\right)
\end{align*}
$$

Relations between several typical stress rates are shown in Fig. 10.14, and $\stackrel{\ominus}{\sigma}_{i j}$ above can be located between the Truesdell stress rate and the Jaumann rate of the Kirchhoff stress. As has been stated before, addition of the objective terms $\pm\left(\sigma_{i j} d_{k k}\right)$ and $\pm\left(d_{i k} \sigma_{k j}+d_{j k} \sigma_{k i}\right)$ defines many kinds of the objective stress rates [98]. The convected stress rate $\stackrel{\cup}{\boldsymbol{\sigma}}$ in the top of this figure is defined in the reference [59].

Lastly, we evaluate the rate of change of the nominal stress. With the relation in Eq.(*), the material derivative of Eq.(10.82) yields

$$
\begin{equation*}
\dot{S}_{I j}^{N}=J v_{k, k} \sigma_{m j} X_{I, m}-J X_{I, m} v_{m, k} \sigma_{k j}+J X_{I, m} \dot{\sigma}_{m j} \tag{10.127}
\end{equation*}
$$

Then, its updated Lagrangian limit results in the nominal stress rate $\dot{\boldsymbol{n}}$ expressed by non-symmetric tensor components as

$$
\begin{equation*}
\dot{n}_{i j} \equiv \lim _{0 \rightarrow t} \dot{S}_{I J}^{N}=\dot{\sigma}_{i j}+\sigma_{i j} d_{k k}-v_{i, k} \sigma_{k j}=\stackrel{\nabla}{\sigma}_{i j}+\sigma_{i j} d_{k k}-d_{i k} \sigma_{k j}+w_{j k} \sigma_{k i .} \tag{10.128}
\end{equation*}
$$

It should be noted that this rate is not objective. However, this tensor is the most important stress rate in expressing the incremental equilibrium equation and the corresponding boundary condition.

### 10.4.4 Incremental Equilibrium Equation

In simulations of elastoplastic bodies, one may choose to solve directly the incremental equilibrium equation which should be formulated by the updated Lagrangian description. Since the simplest form of the equilibrium equation has been obtained in Eq.(10.92) in terms of the nominal stress, its incremental form except the inertia term can be obtained as

$$
\begin{equation*}
\dot{S}_{J i, J}^{N}+\rho_{0} \dot{\pi}_{i}=0 \tag{10.129}
\end{equation*}
$$

Then, its updated Lagrangian limit results in the incremental equilibrium equation as

$$
\begin{equation*}
\lim _{0 \rightarrow t}\left(\dot{S}_{J i, J}^{N}+\rho_{0} \dot{\pi}_{i}=0\right) \quad \rightarrow \quad \dot{n}_{j i, j}(\boldsymbol{x})+\rho \dot{\pi}_{i}(\boldsymbol{x})=0 \tag{10.130}
\end{equation*}
$$

Also, the corresponding boundary conditions are derived from Eq.(10.91) as

$$
\begin{equation*}
m_{j} \dot{n}_{j i}=\dot{t}_{i}, \quad \text { or } \quad v_{i}=\text { given } \tag{10.131}
\end{equation*}
$$

In other words, it should be noted here that a similar form of equation in terms of the Cauchy stress as

$$
\begin{equation*}
\dot{\sigma}_{j i, j}+\rho \dot{\pi}_{i} \not \approx 0 \tag{10.132}
\end{equation*}
$$

cannot hold. Substitution of Eq.(10.128) into Eq.(10.130) results in

$$
\dot{\sigma}_{j i, j}+\sigma_{j i, j} d_{k k}-v_{j, k} \sigma_{k i, j}+\rho \dot{\pi}_{i}=0
$$

i.e. another form of the incremental equilibrium equation can be obtained as

$$
\dot{\sigma}_{j i, j}-v_{j, k} \sigma_{k i, j}+\rho \dot{\pi}_{i}+\sigma_{j i, j} d_{k k}=0
$$

Or, substituting the equilibrium Eq.(10.84) except the inertia term into this equation, we obtain the incremental equilibrium equation in terms of the Cauchy stress as

$$
\begin{equation*}
\dot{\sigma}_{j i, j}-v_{j, k} \sigma_{k i, j}+\rho \dot{\pi}_{i}-\rho \pi_{i} d_{k k}=0, \tag{10.133}
\end{equation*}
$$

which is also found in the reference [107].

### 10.4.5 Update of Stress

In the preceding section, we show that the incremental equilibrium in the form of Eq.(10.132) cannot hold, but a simple addition has been used in Eq.(10.114) to update the Cauchy stress as ${ }^{10}$

$$
\begin{equation*}
\sigma_{i j}(t+\Delta t)=\sigma_{i j}(t)+\dot{\sigma}_{i j}(t) . \tag{10.134}
\end{equation*}
$$

For example, the unit area used in the left-hand side must be defined in the configuration at $t=t+\Delta t$, while that in the right-hand side is defined in the state at $t=t$. Is it acceptable? First of all, since $\sigma_{i j}(t)$ refers to the unit area at time $t=t$, the corresponding increment per the same unit area should be the updated Lagrangian stress increment: i.e. the nominal stress rate. Then, the stress in the configuration at $t=t+\Delta t$ per the unit area at time $t=t$ can be calculated by a simple addition as $\sigma_{i j}(t)+\dot{n}_{i j}(t)$. Therefore, this stress expresses the nominal stress at $t=t+\Delta t$ referring to the configuration at $t=t$ as

$$
S_{i j}^{N}(t+\Delta t ; t)=\sigma_{i j}(t)+\dot{n}_{i j}(t)
$$

In the left-hand side of this equation, since the reference configuration of the nominal stress is the state at $t=t$, its argument declares the reference state $t$ after the semi-colon, and its first subscript is denoted by the lower-case letter. Putting this equation into Eq.(10.82), we can update the Cauchy stress as

$$
\sigma_{i j}(t+\Delta t)=\frac{\rho(t+\Delta t ; t)}{\rho(t)} x_{i, k}(t+\Delta t) S_{k j}^{N}(t+\Delta t ; t)=\frac{\rho(t+\Delta t ; t)}{\rho(t)}\left(\delta_{i k}+v_{i, k}\right)\left(\sigma_{i j}(t)+\dot{n}_{i j}(t)\right),
$$

[^25]where the lower-case letters are used in the indices in $x_{i, k}$, because the current configuration is treated as its reference. Substitution of Eqs.(10.117) and (10.128) into this equation results in
$$
x_{i, k} S_{k j}^{N}=\left(\delta_{i k}+v_{i, k}\right)\left(\sigma_{k j}+\dot{\sigma}_{k j}+\sigma_{k j} d_{l l}-v_{k, l} \sigma_{l j}\right)=\sigma_{i j}+\dot{\sigma}_{i j}+\sigma_{i j} d_{k k}
$$

Also, using the relation

$$
\frac{\rho(t+\Delta t ; t)}{\rho(t)}=\left(\operatorname{det}\left(x_{i, j}(t+\Delta t)\right)\right)^{-1}=\left(1+d_{k k}\right)^{-1}=1-d_{k k}
$$

we can eventually prove Eq.(10.134) as

$$
\sigma_{i j}(t+\Delta t)=\left(1-d_{k k}\right)\left(\sigma_{i j}+\dot{\sigma}_{i j}+\sigma_{i j} d_{k k}\right)=\sigma_{i j}(t)+\dot{\sigma}_{i j}(t) .
$$

Of course, all the higher order terms with respect to the increments are neglected. When the increments are not so small, we have to calculate numerically the following equation;

$$
\begin{equation*}
\sigma_{i j}(t+\Delta t)=\frac{1}{\operatorname{det}\left(\delta_{m n}+v_{m, n}(t)\right)}\left\{\delta_{i k}+v_{i, k}(t)\right\}\left\{\sigma_{k j}(t)+\dot{n}_{k j}(t)\right\} \tag{10.135}
\end{equation*}
$$

showing that the results do not always become symmetric.
Here, we need to check consistency between this updating rule in Eq.(10.134) and the incremental equilibrium Eq.(10.133) in terms of the Cauchy stress above. To that end, let a position vector at time $t=t$ in the spatially fixed coordinate system be denoted by $\xi_{I}(t)$, and also let $x_{i}(t+\Delta t)$ be the corresponding position at time $t=t+\Delta t$. Then, Eq.(10.134) can be written as

$$
\sigma_{j i}^{\Delta t}(\boldsymbol{x})=\sigma_{J I}(\boldsymbol{\xi})+\dot{\sigma}_{J I}(\boldsymbol{\xi})
$$

In this equation, the superscript $\Delta t$ indicates quantities at time $t=t+\Delta t$, while the upper-case letter $I$ refers to the coordinate $\xi$ at time $t=t$. Differentiating this equation, we have

$$
\sigma_{j i, j}^{\Delta t}=\sigma_{J I, j}+\dot{\sigma}_{J I, j}=\sigma_{J I, K} \xi_{K, j}+\dot{\sigma}_{J I, j}=\sigma_{J I, K}\left(\delta_{K j}-v_{K, j}\right)+\dot{\sigma}_{J I, j}=\sigma_{J I, j}-\sigma_{J I, K} v_{K, j}+\dot{\sigma}_{J I, j},
$$

and, therefore, the equilibrium equation at time $t=t+\Delta t$ can be evaluated by

$$
\sigma_{j i, j}^{\Delta t}+\rho^{\Delta t} \pi_{i}^{\Delta t}=0=\sigma_{J I, j}-\sigma_{J I, K} v_{K, j}+\dot{\sigma}_{J I, j}+\rho^{\Delta t} \pi_{i}^{\Delta t} .
$$

Substituting Eq.(10.84) into the first term of the right-hand side, and taking a limit as $\Delta t \rightarrow 0$, we arrive at a relation as

$$
\dot{\sigma}_{J I, j}-\sigma_{J I, K} v_{K, j}+\left(\rho^{\Delta t} \pi_{i}^{\Delta t}-\rho \pi_{I}\right)=0 \quad \rightarrow \quad \dot{\sigma}_{j i, j}-\sigma_{j i, k} v_{k, j}+\left(\rho \pi_{i}\right)^{-}=0
$$

where, as a limit, the upper-case letters in the indices are replaced by the lower-case letters. Furthermore, since Eq.(10.59) yields

$$
\left(\rho \pi_{i}\right)^{\cdot}=\dot{\rho} \pi_{i}+\rho \dot{\pi}_{i}=-\rho \pi_{i} d_{k k}+\rho \dot{\pi}_{i},
$$

the above equation becomes

$$
\dot{\sigma}_{j i, j}-v_{j, k} \sigma_{k i, j}+\rho \dot{\pi}_{i}-\rho \pi_{i} d_{k k}=0,
$$

which eventually coincides with Eq.(10.133).
Finally, let us examine the update of the Kirchhoff stress. In the expression of Eq.(10.96), substitution of the update of the Cauchy stress in Eq.(10.134) into the Kirchhoff stress at time $t=t+\Delta t$ results in

$$
\tau_{i j}^{K}(t+\Delta t)=\frac{\rho_{0}}{\rho(t+\Delta t)} \sigma_{i j}(t+\Delta t)=\frac{\rho_{0}}{\rho(t)} \frac{\rho(t)}{\rho(t+\Delta t)}\left\{\sigma_{i j}(t)+\dot{\sigma}_{i j}(t)\right\} .
$$

On the other hand, the material derivative of Eq.(10.96) yields

$$
\dot{\tau}_{i j}^{K}(t)=\frac{\rho_{0}}{\rho(t)}\left\{\dot{\sigma}_{i j}(t)+\sigma_{i j}(t) d_{k k}(t)\right\} .
$$

Since we can evaluate as $\frac{\rho(t)}{\rho(t+\Delta t)}=1+d_{k k}(t)$, neglecting the higher order terms of the increments, we obtain an updating rule as

$$
\tau_{i j}^{K}(t+\Delta t)=\frac{\rho_{0}}{\rho(t)}\left\{1+d_{k k}(t)\right\}\left\{\sigma_{i j}(t)+\dot{\sigma}_{i j}(t)\right\}=\frac{\rho_{0}}{\rho(t)}\left\{\sigma_{i j}(t)+\sigma_{i j}(t) d_{k k}(t)+\dot{\sigma}_{i j}(t)\right\}=\tau_{i j}^{K}(t)+\dot{\tau}_{i j}^{K}(t) .
$$

### 10.5 Constitutive Laws in Finite Deformation

### 10.5.1 Choices of Stress and Strain

## (1) Stress-Strain Models

Constitutive models are often defined by relations between stress and strain. For example, a basic 'linear elasticity' may be specified by using an appropriate stress $\boldsymbol{\sigma}$ and the corresponding strain measure $\boldsymbol{\epsilon}$ with a constant fourth order tensor $\boldsymbol{C}$ as

$$
\sigma=C: \epsilon
$$

Furthermore, the 'material nonlinearity' can be introduced by a kind of power of the strain tensor as

$$
\sigma=C_{\mathrm{O} 1}: \epsilon+C_{\mathrm{E} 1}: \epsilon^{2}+C_{\mathrm{O} 2}: \epsilon^{3}+\cdots,
$$

where $\boldsymbol{C}_{\mathrm{O} i}$ and $\boldsymbol{C}_{\mathrm{E} i}(i=1,2, \cdots)$ are fourth order tensors, and $\boldsymbol{\epsilon}^{m}$ can be defined similarly to Eq.(10.22) by

$$
\boldsymbol{\epsilon}=\sum_{k=1}^{3} \boldsymbol{\epsilon}_{(k)} \boldsymbol{n}^{(k)} \otimes \boldsymbol{n}^{(k)}, \quad \boldsymbol{\epsilon}^{m}=\sum_{k=1}^{3} \epsilon_{(k)}^{m} \boldsymbol{n}^{(k)} \otimes \boldsymbol{n}^{(k)},
$$

in which $\epsilon_{(k)}$ is the principal strain, and $\boldsymbol{n}^{(k)}$ is the corresponding principal direction. The coefficient $\boldsymbol{C}_{\mathrm{E} i}$ may not be necessary for materials which show similar characteristics in both tensile and compressive deformed states just like steel, but may play an important role for concretes and soils. Or, an expression as

$$
\boldsymbol{\sigma}=\widetilde{\boldsymbol{C}}(\boldsymbol{\sigma}, \boldsymbol{\epsilon}): \epsilon=\text { or more generally }=\boldsymbol{f}(\boldsymbol{\sigma}, \boldsymbol{\epsilon})
$$

is the most general form.
Then, we ask what will be the most proper choice for these two tensors $\boldsymbol{\sigma}$ and $\boldsymbol{\epsilon}$. Intuitively, it may be straightforward to employ the Cauchy (true) stress to describe the resisting characteristics of the material. But, it seems to be difficult to select the corresponding strain measure even basing on the conjugateness in Eq.(10.105). On the other hand, when the second Piola-Kirchhoff stress is chosen, a hyperelastic model associated with the Green strain can be possible as will be explained later on. However, there exists high nonlinearity in terms of the deformation gradient in the relation between the Cauchy stress and the second Piola-Kirchhoff stress, which is not the material nonlinearity but the kinematical nonlinearity.

Moreover, it is quite difficult to measure directly the Cauchy stress components. One of the measurable stresses is the nominal stress through the standard tensile tests. Still, the kinematical nonlinearity also exists in the relation between the Cauchy stress and the nominal stress. So that, it is important to understand the influence caused by these kinematical nonlinearity included in the definitions of the stress and strain tensors.

One of simple tests to construct constitutive models is the standard tensile test measuring the nominal stress $R$ and, for example, the logarithmic strain $\ln \Lambda_{1}$. The logarithmic strain can be employed partly because its rate is essentially the objective deformation rate $\boldsymbol{d}$ which is the counterpart of the Cauchy stress with respect to the conjugateness, and partly because it can express twice elongation and half shrinkage in a straightforward and intuitive manner by the same magnitude with opposite signs. In order to examine the effects of the kinematical nonlinearity included in the definitions of the stress and strain tensors, let us compare the load-deformation relations by assuming two typical elastic constitutive models. For simplicity, suppose that principal stretches occur by the stressing in one direction. When a linear relation is assumed between the Cauchy stress $\sigma_{1}$ and the extensional strain $E_{1}^{E}$ with a constant modulus $C$ as

$$
\begin{equation*}
\sigma_{1}(\boldsymbol{x})=C E_{1}^{E}(\boldsymbol{x})=C\left(\Lambda_{1}-1\right) \tag{*}
\end{equation*}
$$

the corresponding load-deformation relation can be obtained as

$$
R=\Lambda_{2} \Lambda_{3} \sigma_{1}=C \Lambda_{2} \Lambda_{3}\left(\Lambda_{1}-1\right)
$$

where $\Lambda_{2}$ and $\Lambda_{3}$ are the stretches to the other two principal directions. Namely, even when a linear constitutive law is assumed by Eq. $(*)$, the relation between $R$ and $\ln \Lambda_{1}$ becomes nonlinear. As another example, when the second Piola-Kirchhoff stress and the logarithmic strain or the Green strain are related by linear models as

$$
S_{1}(\boldsymbol{X})=C E_{1}^{L}(\boldsymbol{X})=C \ln \left\{\Lambda_{I}(\boldsymbol{X})\right\}, \quad S_{1}=C E_{1}(\boldsymbol{X})=C\left\{\frac{1}{2}\left(\Lambda_{1}^{2}-1\right)\right\}
$$
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the corresponding load-deformation relations again become nonlinear as

$$
R=\Lambda_{1} S_{1}=C \Lambda_{1} \ln \left(\Lambda_{1}\right), \quad R=C \Lambda_{1}\left\{\frac{1}{2}\left(\Lambda_{1}^{2}-1\right)\right\}
$$

respectively. It should be noted that these nonlinearities are not material properties but due to the kinematical nonlinearities in the definitions of the stress and strain tensors.

Fig. 10.15 illustrates several load-deformation relations of some constitutive models in the $\pm 10 \%$ range of strain, although the process of calculations will be explained later on. For example, in Fig. 10.15 (a), a solid curve is a response of an elastic linear model defined by the Lagrangian measures using the second Piola-Kirchhoff stress and the Green strain. This curve shows a concave resistance indicating that the material apparently shows hardening in tension and softening in compression. Are there such materials in practice? On the other hand, Fig. 10.15 (b) shows similar responses of the incompressible materials like rubbers. In this case, the solid curve utilizing the second Piola-Kirchhoff stress and the Green strain deviates most from the linear resistance. Although many structural materials in practice do not have such large elastic capability, in constructing constitutive models to some extent in finite deformation, we must keep in mind that the definitions of the stress and strain tensors essentially contain the kinematical nonlinearity shown above.

## (2) Incremental Models

In plasticity, the flow rule is given by the incremental form. Thus, the corresponding elasticity is often defined by the increments of the stress and strain. In such cases, the objective tensors must be employed. For example, elastic resistance may be defined by

$$
\stackrel{\star}{\boldsymbol{\sigma}}(x)=C(x): d(x) \quad \text { or } \quad \stackrel{\star}{\boldsymbol{\sigma}}(x)=C(\boldsymbol{\sigma}, x): d(x)
$$

and elastoplastic relation may be given by

$$
\stackrel{\star}{\boldsymbol{\sigma}}(x)=C(\boldsymbol{\sigma}, x, \text { history }(X)):\left\{d(x)-d^{\mathrm{p}}(x)\right\},
$$

where $\boldsymbol{C}$ may be constant. Fig. 10.16 shows several elastic load-deformation relations of some constitutive models in the $\pm 10 \%$ range of strain using several typical objective stress rates $\stackrel{\star}{\boldsymbol{\sigma}}$ with constant $\boldsymbol{C}$. Choices of the stress and strain rates and the procedure of cal-


Fig. 10.16 Relations between load and logarithmic strain up to $\pm 10 \%$ of incremental models culations will be explained later on. An almost linear response is obtained when one of the updated-Lagrangian measures, the Truesdell stress rate, is used.

### 10.5.2 Hyperelasticity and Hypoelasticity

The hyperelasticity is a generalization of Eq.(2.65b) and can be defined only when there exists a strain energy density function $\phi$ such as

$$
\begin{equation*}
\dot{\phi}=\frac{1}{\rho} \sigma_{i j} d_{j i}=\frac{1}{\rho_{0}} S_{I J} \dot{E}_{J I}, \tag{10.136}
\end{equation*}
$$

where $\rho_{0}$ and $\rho$ are mass densities before and after deformation respectively, and the right-hand side is the stresswork $\dot{w}{ }^{11}$ In such a case, we can define a constitutive model as

$$
\begin{equation*}
S_{I J}=\frac{\partial\left(\rho_{0} \phi\right)}{\partial E_{I J}} . \tag{10.137}
\end{equation*}
$$

Although it is unlikely, if ( $\rho_{0} \phi$ ) is specified by a quadratic form in terms of $\boldsymbol{E}$ with a constant coefficient tensor, the model is equivalent with the material as $\boldsymbol{S}=\boldsymbol{C} \boldsymbol{E}^{12}$ with a constant $\boldsymbol{C}$ used in the previous examples. Moreover, it should be noted that Eq.(10.137) does not always have clear physical meanings, because the definitions of the second Piola-Kirchhoff stress and the Green strain have nonlinear characteristics in terms of the deformation gradient.

One special example can be found in Sec. B. 2 where the elastic Bernoulli-Euler beam theory in finite displacement is formulated with a strain energy density function defined by a quadratic form in terms of the physical components of these tensors and Young's modulus $E$ as

$$
\rho_{0} \phi \equiv \frac{1}{2} E e^{2}, \quad e \equiv \sqrt{1+2 E_{11}}-1=\epsilon+x_{3} \kappa,
$$

where $e$ and $\kappa$ are the extension and the curvature of the beam axis respectively. Then the corresponding stressstrain relation becomes

$$
\begin{equation*}
\sigma \equiv \sqrt{g} S_{11}=\frac{\partial\left\{\rho_{0} \phi(e)\right\}}{\partial e}=E e \quad \rightarrow \quad \phi(e) \equiv \frac{1}{2 \rho_{0}} E e^{2} \quad \rightarrow \quad S_{11}=\frac{\partial\left\{\rho_{0} \phi(e)\right\}}{\partial E_{11}}=E \frac{e}{1+e} \tag{10.138a,b,c}
\end{equation*}
$$

which is a hyperelastic model in terms of the physical components of the stress and strain tensors. Or, equivalently, it can be converted into another form of the strain energy function as

$$
\begin{equation*}
S_{11}=\frac{\partial\left\{\rho_{0} \phi\left(E_{11}\right)\right\}}{\partial E_{11}}=E \frac{e}{1+e} \quad \rightarrow \quad \rho_{0} \phi\left(E_{11}\right) \equiv E\left(E_{11}-\sqrt{1+2 E_{11}}\right) \quad \rightarrow \quad \phi(e) \equiv \frac{1}{2 \rho_{0}} E\left(e^{2}-2\right) \tag{10.139a,b,c}
\end{equation*}
$$

which is not a quadratic function in terms of the Green strain.
The most famous and typical example of the hyperelasticity is known as the Mooney-Rivlin model for an incompressible material like rubbers, and the strain energy density function is defined by

$$
\begin{equation*}
\phi=\frac{\mu}{2}\left(I_{1}-3\right)+\bar{\mu}\left(I_{2}-3\right), \tag{10.140}
\end{equation*}
$$

where $\mu$ and $\bar{\mu}$ are material parameters, and $I_{1}$ and $I_{2}$ are the first and second invariants of certain properly defined tensor representing deformation. For example, when $\boldsymbol{U}$ is chosen, we have

$$
(U)=\left(\begin{array}{ccc}
\Lambda_{1} & 0 & 0  \tag{10.141a,b,c}\\
0 & \Lambda_{2} & 0 \\
0 & 0 & \frac{1}{\Lambda_{1} \Lambda_{2}}
\end{array}\right), \quad I_{1}=U_{I J} U_{I J}, \quad I_{2}=\frac{1}{2}\left\{I_{1}^{2}-\left(U_{K I} U_{K J}\right)\left(U_{L I} U_{L J}\right)\right\} .
$$

On the other hand, the hypoelasticity is expressed by an incremental form as

$$
\begin{equation*}
\stackrel{\nabla}{\sigma}_{i j}=C_{i j k l} d_{k l}, \tag{10.142}
\end{equation*}
$$

where the elasticity tensor $C_{i j k l}$ is generally a function of stress. It should be noted that this hypoelastic model is NOT conservative, ${ }^{13}$ i.e. the energy dissipation is inevitable even in elasticity. For an isotropic hypoelastic model,

[^26]the components of the tangent modulus $\boldsymbol{C}$ independent of the stress terms are given by Eq.(2.49b). The general form of $\boldsymbol{C}$ is expressed by
\[

$$
\begin{align*}
C_{i j k l}= & c_{0} \delta_{i j} \delta_{k l}+c_{1} 1 / 2\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+c_{2} \sigma_{i j} \delta_{k l}+c_{3} \delta_{i j} \sigma_{k l}+c_{4}\left(\sigma_{i k} \delta_{j l}+\delta_{i k} \sigma_{j l}\right) \\
& +c_{5} \sigma_{i m} \sigma_{m j} \delta_{k l}+c_{6} \sigma_{i j} \sigma_{k l}+c_{7} \delta_{i j} \sigma_{k m} \sigma_{m l}+c_{8}\left(\sigma_{i m} \sigma_{m k} \delta_{j l}+\sigma_{j m} \sigma_{m l} \delta_{i k}\right)  \tag{10.143}\\
& +c_{9} \sigma_{i m} \sigma_{m j} \sigma_{k l}+c_{10} \sigma_{i j} \sigma_{k m} \sigma_{m l}+c_{11} \sigma_{i m} \sigma_{m j} \sigma_{k n} \sigma_{n l},
\end{align*}
$$
\]

where the coefficients $c_{0}$ through $c_{11}$ can be defined in terms of the stress invariants [99, 116]. However, in practice, it is almost impossible to determine these constants by a certain number of independent experimental measurements.

### 10.5.3 Several Definitions of Elasticity

## (1) Stress-Strain Models

As the simplest orthogonal model, we here examine several typical constitutive equations relating an appropriate stress tensor $\boldsymbol{\sigma}$ to the corresponding properly chosen strain tensor $\boldsymbol{\epsilon}$ with a constant coefficient $\boldsymbol{C}$ as

$$
\begin{equation*}
\sigma=C: \epsilon \tag{10.144}
\end{equation*}
$$

The purpose is to clarify the effects of the geometric nonlinearity included in the definitions of the stress and strain tensors quantitatively. As candidates of the stress $\boldsymbol{\sigma}$, we here choose the second Piola-Kirchhoff stress $\boldsymbol{S}$, the Kirchhoff stress $\tau^{K}$ and the Cauchy stress $\boldsymbol{\sigma}$. Furthermore, the nominal stress $\boldsymbol{S}^{N}$ is also employed because its components are to some extent easy to measure directly. The corresponding strains $\boldsymbol{\epsilon}$ are selected on the basis of the conjugateness of the stress work in Eq.(10.105); i.e.

$$
\dot{w}=\frac{1}{\rho} \sigma_{i j} d_{j i}=\frac{1}{\rho_{0}} \tau_{i j}^{K} d_{j i}=\frac{1}{\rho_{0}} S_{I j}^{N} \dot{F}_{j I}=\frac{1}{\rho_{0}} S_{I J} \dot{E}_{J I}=\frac{1}{\rho_{0}} T_{I J} \dot{E}_{J I}^{E}
$$

(10.105) copied.

It suggests combinations ${ }^{14}$ as

$$
\begin{aligned}
& \boldsymbol{\epsilon}:=\boldsymbol{E} \text { for } \boldsymbol{\sigma}:=\boldsymbol{S} \\
& \boldsymbol{\epsilon}:=\boldsymbol{E}^{E}, \quad \boldsymbol{E}^{L} \text { for } \boldsymbol{\sigma}:=\boldsymbol{\tau}^{K}, \quad \boldsymbol{\sigma}, \quad \boldsymbol{S}^{N} .
\end{aligned}
$$

One of the simplest model may be based on a quadratic form of the strain energy density function $\phi$ in terms of a proper deformation measure. For simplicity, considering that the cylindrical bar is subjected to the principal stretching to the orthogonal three axes, we may write the stress and strain relation as

$$
\left\{\begin{array}{l}
\sigma_{11}  \tag{10.145}\\
\sigma_{22} \\
\sigma_{33}
\end{array}\right\}=\left(\begin{array}{lll}
C_{0} & C_{1} & C_{1} \\
C_{1} & C_{0} & C_{1} \\
C_{1} & C_{1} & C_{0}
\end{array}\right)\left\{\begin{array}{l}
\epsilon_{11} \\
\epsilon_{22} \\
\epsilon_{33}
\end{array}\right\} .
$$

Let $R$ and $\Lambda_{1}=\Lambda_{L}$ denote the nominal stress and the stretch to the $x_{1}$-direction. Then, the corresponding stress and deformation are given by $\sigma_{22}=0, \sigma_{33}=0, \epsilon_{22}=\epsilon_{33}$ and $\Lambda_{2}=\Lambda_{3}=\Lambda_{T}$ from Eq.(10.145); i.e.

$$
\epsilon_{22}=-\frac{C_{1}}{C_{0}+C_{1}} \epsilon_{11}, \quad \sigma_{11}=\frac{C_{0}\left(C_{0}+C_{1}\right)-2 C_{1}^{2}}{C_{0}+C_{1}} \epsilon_{11} .
$$

The stress components can be calculated from Eqs.(10.107), (10.108), (10.109) and (10.110) by letting $\alpha$ be zero; i.e.

$$
\sigma_{11}:=S_{11}=\frac{R}{\Lambda_{L}}, \quad \sigma_{11}:=\sigma_{11}=\frac{R}{\Lambda_{T}^{2}}, \quad \sigma_{11}:=\tau_{11}^{K}=R \Lambda_{L}, \quad \sigma_{11}:=S_{11}^{N}=R .
$$

When the Green strain is used, Eq.(10.23) results in

$$
\epsilon_{11}:=\frac{1}{2}\left(\Lambda_{L}^{2}-1\right), \quad \Lambda_{T}^{2}=1-\frac{C_{1}}{C_{0}+C_{1}}\left(\Lambda_{L}^{2}-1\right)
$$

[^27]
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When the extensional strain is used, Eq.(10.44a) yields

$$
\epsilon_{11}:=\Lambda_{L}-1, \quad \Lambda_{T}=1-\frac{C_{1}}{C_{0}+C_{1}}\left(\Lambda_{L}-1\right)
$$

while, for the logarithmic strain, Eq.(10.44b) gives

$$
\epsilon_{11}:=\ln \left(\Lambda_{L}\right), \quad \ln \Lambda_{T}=-\frac{C_{1}}{C_{0}+C_{1}} \ln \Lambda_{L}
$$

Fig. 10.17 (a) illustrates responses of the materials with $C_{1} / C_{0}=1 / 2$ which corresponds to the model with Poisson's ratio $v=1 / 3$ of the Hooke law in the infinitesimal deformation theory. By its definition, it is natural that a linear response is obtained from the linear model with the nominal stress, but there may not exist such a material in practice. All other models have nonlinear characteristics which are due to the kinematical nonlinearity included in the definitions of the stress and strain tensors. Only the model with the second Piola-Kirchhoff stress has somewhat strange responses in which, for example, $R$ has a peak at $\Lambda_{L}=1 / \sqrt{3}$ in compression. This model is often called the Saint Venant-Kirchhoff material [7]. The other two models show more or less the same kinematics-based nonlinear properties; apparently soften in tension and harden in compression.

For the incompressible materials, we may set $C_{1}=-C_{0} / 2$ to write

$$
\left\{\begin{array}{c}
\sigma_{L} \\
\sigma_{T} \\
\sigma_{T}
\end{array}\right\}=\left(\begin{array}{ccc}
C_{0} & -C_{0} / 2 & -C_{0} / 2 \\
-C_{0} / 2 & C_{0} & -C_{0} / 2 \\
-C_{0} / 2 & -C_{0} / 2 & C_{0}
\end{array}\right)\left\{\begin{array}{c}
\epsilon_{L} \\
\epsilon_{T} \\
\epsilon_{T}
\end{array}\right\}+\left\{\begin{array}{c}
p \\
p \\
p
\end{array}\right\} .
$$

This model coincides with a special case of Hooke's law of Eqs.(2.44) and (2.45) in infinitesimal deformation as

$$
\sigma_{i j}^{\prime}=2 G \epsilon_{i j}^{\prime}, \quad \sigma_{k k}=K \epsilon_{k k} \quad \rightarrow \quad \sigma_{i j}^{\prime}=2 G \epsilon_{i j}^{\prime}, \quad \sigma_{k k}=3 p,
$$

where $p$ expresses the average stress (negative hydrostatic pressure). This corresponds to a model with the Poisson ratio $v=-1\left(C_{1} / C_{0}=\lambda /(\lambda+2 \mu)=-1 / 2\right)$, not with $v=1 / 2$. This specification is chosen because the incompressibility in finite deformation can be given by $\Lambda_{1} \Lambda_{2} \Lambda_{3}=1$, not by $\epsilon_{k k}=0$. Since the uniaxial stressing is examined, we have

$$
\Lambda_{2}=\Lambda_{3}=\Lambda_{T}=\frac{1}{\sqrt{\Lambda_{L}}}, \quad \sigma_{T}=0
$$

from which $p$ can be expressed by $\Lambda_{L}$. Here, $\boldsymbol{\epsilon}:=\boldsymbol{E}$ is chosen for $\boldsymbol{\sigma}:=\boldsymbol{S}$, and $\boldsymbol{\epsilon}:=\boldsymbol{E}^{E}$ or $\boldsymbol{E}^{L}$ are used for $\boldsymbol{\sigma}:=\boldsymbol{\sigma}$. Eventually, we have relations as

$$
\begin{aligned}
\frac{R}{C_{0}}= & \frac{3}{4}\left(\Lambda_{L}^{3}-1\right) \quad \text { for } \quad \boldsymbol{\sigma}:=\boldsymbol{S} \text { and } \boldsymbol{\epsilon}:=\boldsymbol{E}, \quad \text { and } \\
& \text { for } \quad \boldsymbol{\sigma}:=\boldsymbol{\sigma}, \quad \frac{R}{C_{0}}=\frac{3}{2}\left(1-\Lambda_{L}^{-3 / 2}\right) \quad \text { when } \boldsymbol{\epsilon}:=\boldsymbol{E}^{E}, \quad \frac{R}{C_{0}}=\frac{9}{4} \frac{\ln \left(\Lambda_{L}\right)}{\Lambda_{L}} \quad \text { when } \boldsymbol{\epsilon}:=\boldsymbol{E}^{L} .
\end{aligned}
$$

The responses are shown in Fig. 10.17 (b).
The most famous hyperelastic model of incompressible materials is the Mooney-Rivlin model in Eq.(10.140). As an example, we define

$$
\begin{equation*}
\phi=\frac{C_{0}}{2}\left(I_{1}-3\right)+C_{1}\left(I_{2}-3\right), \tag{10.146}
\end{equation*}
$$

where $I_{1}$ and $I_{2}$ are the first and second invariants of the deformation tensor $\boldsymbol{C}$ as

$$
I_{1}=F_{k J} F_{k J}, \quad I_{2}=\frac{1}{2}\left\{I_{1}^{2}-\left(F_{k l} F_{k J}\right)\left(F_{l I} F_{l J}\right)\right\}, \quad(F)=\left(\begin{array}{ccc}
\Lambda_{1} & 0 & 0  \tag{10.147a,b,c}\\
0 & \Lambda_{2} & 0 \\
0 & 0 & \frac{1}{\Lambda_{1} \Lambda_{2}}
\end{array}\right)
$$

Then, the nominal stress may be defined by

$$
\begin{equation*}
S_{I j}^{N}=\frac{\partial \phi}{\partial x_{j, I}}-p X_{I, j}=C_{0} x_{j, I}-2 C_{1}\left\{\left(x_{k, J} x_{k, J}\right) x_{j, I}-x_{j, K} x_{l, K} x_{l, I}\right\}+p X_{I, j} \tag{10.148}
\end{equation*}
$$

from which the Cauchy stress is expressed by

$$
\begin{equation*}
\sigma_{i j}=x_{i, K} S_{K j}^{N}=C_{0} x_{j, I} x_{i, I}-2 C_{1}\left\{\left(x_{k, J} x_{k, J}\right) x_{j, I} x_{i, I}-x_{j, K} x_{l, K} x_{l, I} x_{i, I}\right\}+p \delta_{i j} \tag{10.149}
\end{equation*}
$$

In the uniaxial loading, eliminating $p$ to obtain $\Lambda_{2}$ and $\Lambda_{3}$, we finally get a relation as

$$
\sigma_{11}=R \Lambda_{L}=\left(C_{0}+2 C_{1} \frac{1}{\Lambda_{L}}\right)\left(\Lambda_{L}^{2}-\frac{1}{\Lambda_{L}}\right), \quad \Lambda_{2}=\Lambda_{3}=\frac{1}{\sqrt{\Lambda_{L}}}
$$

Equating the stiffness at $\Lambda_{L}=1$ to that in the previous examples, we have

$$
\frac{C_{1}}{C_{0}}=-\frac{1}{8}
$$

and the results are also plotted in Fig. 10.17 (b) with an index 'MR-'. This negative ratio corresponds to the isotropic elasticity with Poisson's ratio at $v=-1 / 7$, and thus the material can be stable and may be manufactured by some composites. Only for comparison purpose, the results with a positive ratio at

$$
\frac{C_{1}}{C_{0}}=\frac{1}{8}
$$

are also shown with an index 'MR+'. Again in this incompressible materials, only the response with the second Piola-Kirchhoff stress deviates from other cases. It is interesting that the responses of the Mooney-Rivlin model are more or less linear, although the constitutive equation may seem to be highly nonlinear.

## (2) Incremental Models

Generalizing the hypoelasticity, we can define incremental constitutive models by using an objective stress rate $\stackrel{\star}{\boldsymbol{\sigma}}(\boldsymbol{x})$ and the deformation rate as

$$
\begin{equation*}
\stackrel{\star}{\boldsymbol{\sigma}}(x)=C(\boldsymbol{\sigma}, x, \operatorname{history}(X)): d(x) \tag{10.150}
\end{equation*}
$$

One of the frequently used models is specified by relating the Jaumann rate of the Cauchy stress to the deformation rate as

$$
\begin{equation*}
\stackrel{\nabla}{\sigma}=C: d \tag{10.151}
\end{equation*}
$$

which will be hereafter called the Jaumann-rate model. As has been pointed out before, depending on the choice of the stress rates, the hypoelasticity is not conservative. In the previous examples of triaxially stretched cases, since the spin becomes zero, we can write

$$
\left\{\begin{array}{l}
\dot{\sigma}_{11}  \tag{10.152}\\
\dot{\sigma}_{22} \\
\dot{\sigma}_{33}
\end{array}\right\}=\left(\begin{array}{lll}
C_{0} & C_{1} & C_{1} \\
C_{1} & C_{0} & C_{1} \\
C_{1} & C_{1} & C_{0}
\end{array}\right\}\left\{\begin{array}{l}
d_{11}^{L} \\
d_{22}^{L} \\
d_{33}^{L}
\end{array}\right\}
$$

where $\boldsymbol{d}^{L}$ is the logarithmic strain rate defined by Eq.(10.66), and we have

$$
(n)=(N)=(I), \quad\left(d^{L}\right)=\left[(\ln \Lambda)^{\cdot}\right]
$$

where $(I)$ is the identity matrix. Then, considering Eq.(10.134) for updating the Cauchy stress, we can integrate Eq.(10.152) above to obtain

$$
\left\{\begin{array}{l}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33}
\end{array}\right\}=\left(\begin{array}{lll}
C_{0} & C_{1} & C_{1} \\
C_{1} & C_{0} & C_{1} \\
C_{1} & C_{1} & C_{0}
\end{array}\right)\left\{\begin{array}{l}
\ln \Lambda_{1} \\
\ln \Lambda_{2} \\
\ln \Lambda_{3}
\end{array}\right\} \quad \rightarrow \quad \sigma=\boldsymbol{C}: \boldsymbol{E}^{L},
$$

which simply coincides with the linear model between the Cauchy stress and the logarithmic strain in the previous examples.

On the other hand, the hyperelastic model in Eq.(10.137) implies an incremental constitutive relation as

$$
\begin{equation*}
\dot{S}_{I J}=\left(\frac{\partial\left(\rho_{0} \phi\right)}{\partial E_{I J}}\right)^{\cdot}=\left(\frac{\partial^{2}\left(\rho_{0} \phi\right)}{\partial E_{I J} \partial E_{K L}}\right) \dot{E}_{K L} \tag{*}
\end{equation*}
$$

Then, using Eqs.(10.121), (10.122) and (10.123), the updated Lagrangian limit of Eq.(*) leads to

$$
\begin{equation*}
\stackrel{\vee}{\sigma}_{i j}=\bar{C}_{i j k l}(\rho, \sigma) d_{k l}, \quad \bar{C}_{i j k l}(\rho, \sigma) \equiv \lim _{0 \rightarrow t}\left(\frac{\partial^{2}\left(\rho_{0} \phi\right)}{\partial E_{I J} \partial E_{K L}}\right) \tag{10.153a,b}
\end{equation*}
$$

which is a tangential constitutive law between the Truesdell stress rate and the deformation rate somewhat equivalent to the hyperelasticity. Its basic model may be given with the constant elastic tensor $\boldsymbol{C}$ by

$$
\begin{equation*}
\stackrel{\vee}{\sigma}=C: d \tag{10.154}
\end{equation*}
$$

which will be hereafter called the Truesdell model. Or, in place of the Truesdell stress rate, we can use the Oldroyd stress rate as

$$
\begin{equation*}
\stackrel{\stackrel{\rightharpoonup}{\sigma}}{ }=\boldsymbol{C}: \boldsymbol{d} \tag{10.155}
\end{equation*}
$$

Instead of using the Cauchy stress, the Jaumann rate of the Kirchhoff stress in Eq.(10.118) can be employed to assume another model by

$$
\begin{equation*}
\stackrel{\nabla}{\tau}^{\nabla^{K}}=\boldsymbol{C}: d \tag{10.156}
\end{equation*}
$$

All the Eqs. $(10.154),(10.155)$ and (10.156) result in the following relation

$$
\dot{\sigma}_{11}=\left(\alpha+\beta \sigma_{11}\right)\left\{\ln \left(\Lambda_{L}\right)\right\}^{\cdot} \quad \rightarrow \quad \frac{\dot{\sigma}_{11}}{\alpha+\beta \sigma_{11}}=\frac{\dot{\Lambda}_{L}}{\Lambda_{L}}
$$

and we can integrate this equation to obtain

$$
\sigma_{11}=\frac{R}{\Lambda_{T}^{2}}=\frac{\alpha}{\beta}\left(\Lambda_{L}^{\beta}-1\right), \quad \ln \Lambda_{T}=-\frac{C_{1}}{C_{0}+C_{1}} \ln \Lambda_{L},
$$

where two constants $\alpha$ and $\beta$ are defined by

$$
\alpha \equiv \frac{C_{0}\left(C_{0}+C_{1}\right)-2 C_{1}^{2}}{C_{0}+C_{1}}, \quad \beta \equiv\left\{\begin{aligned}
-\frac{C_{0}-C_{1}}{C_{0}+C_{1}}: & \text { for the Jaumann rate of the Kirchhoff stress; } \\
\frac{C_{0}+3 C_{1}}{C_{0}+C_{1}}: & \text { for the Truesdell stress rate; } \\
2: & \text { for the Oldroyd stress rate. }
\end{aligned}\right.
$$

Fig. 10.18 shows the responses of the four models above when $C_{1} / C_{0}=1 / 2$. For comparison, two other settings are chosen only for the Truesdell model with $C_{1} / C_{0}=1 / 4$ and $2 / 3$ which correspond to the cases with Poisson's ratio $v=0.2$ or 0.4 in the infinitesimal deformation theory. When the nominal stress is used for the ordinate in Fig. 10.18 (a), the Truesdell and Oldroyd models show more or less linear characteristics. On the other hand, when the true stress $\Sigma \equiv \sigma_{11}$ is used for the ordinate, the Jaumann rate model of the Cauchy stress shows a linear response in Fig. 10.18 (b). In the same figure, the curve indexed by 'hyper' is the result of the Saint Venant-Kirchhoff model (a hyperelastic model) as $\boldsymbol{S}=\boldsymbol{C}: \boldsymbol{E}$ and has a peak in compression at

$$
\begin{equation*}
\Lambda_{L}^{2}=\frac{1}{2 v}\{(3+2 v)-\sqrt{9+8 v}\} \tag{10.157}
\end{equation*}
$$



Fig. 10.18 Resistance characteristics of incremental models
and softens afterwards. Also, the true stress $\Sigma$ goes to infinity at

$$
\begin{equation*}
\Lambda_{L}^{2}=\frac{1+v}{v} \tag{10.158}
\end{equation*}
$$

where $\Lambda_{T}$ becomes zero. On the contrary, the Truesdell model shows somewhat straightforward resistance characteristics; i.e. the response hardens in tension and softens in compression. It is the same tendency as that in the standard tensile test in which the cross section of the specimen shrinks in tension and broadens in compression just like the Poisson effect.

On the other hand, for the incompressible materials, since the condition of incompressibility is given by Eq.(10.60), an incremental constitutive model can be written as

$$
\stackrel{\star}{\boldsymbol{\sigma}}=\boldsymbol{C}: \boldsymbol{d}+\dot{p} \boldsymbol{I} \rightarrow\left\{\begin{array}{c}
\stackrel{\star}{\sigma_{11}} \\
\stackrel{\star}{\sigma}_{22} \\
\stackrel{\star}{\sigma_{33}}
\end{array}\right\}=\left(\begin{array}{lll}
C_{0} & C_{1} & C_{1} \\
C_{1} & C_{0} & C_{1} \\
C_{1} & C_{1} & C_{0}
\end{array}\right)\left\{\begin{array}{c}
d_{11} \\
d_{22} \\
d_{33}
\end{array}\right\}+\left\{\begin{array}{c}
\dot{p} \\
\dot{p} \\
\dot{p}
\end{array}\right\}, \quad d_{22}=d_{33}=-\frac{1}{2} d_{11} .
$$

In the uniaxial stress state, eliminating $\dot{p}$ from two conditions of $\dot{\sigma}_{22}=\dot{\sigma}_{33}=0$, we can derive expressions of $\dot{\sigma}_{11}$ as follows: the Truesdell model can be integrated as

$$
\stackrel{\star}{\boldsymbol{\sigma}}:=\stackrel{\vee}{\boldsymbol{\sigma}} \quad \rightarrow \quad R=\frac{3}{4 \Lambda_{L}}\left(C_{0}-C_{1}\right)\left(\Lambda_{L}^{2}-1\right)
$$

while, in the model using the Jaumann rate of the Cauchy stress, we have

$$
\stackrel{\star}{\boldsymbol{\sigma}}: \stackrel{\nabla}{\boldsymbol{\sigma}} \quad \rightarrow \quad R=\frac{3}{2 \Lambda_{L}}\left(C_{0}-C_{1}\right) \ln \left(\Lambda_{L}\right)
$$

which is identical with the result in the previous example. Incidentally, we always have $\Lambda_{T}^{2}=1 / \Lambda_{L}$. Fig. 10.19 shows the results of two cases of $C_{1} / C_{0}=-1 / 2$ and $C_{1} / C_{0}=0$. The former is the same setting as that in the previous example, while the latter is a model of the Hooke law in the infinitesimal deformation theory in Eqs.(2.44) and (2.45) as

$$
\sigma_{i j}^{\prime}=2 G \epsilon_{i j}^{\prime}, \quad \sigma_{k k}=K \epsilon_{k k} \quad \rightarrow \quad \sigma_{i j}^{\prime}=2 G \epsilon_{i j}, \quad \sigma_{k k}=3 p,
$$

which corresponds to a Hooke's model with $v=1 / 2$. Solid curves express the Truesdell model, and the dashed curves are the Jaumann-rate model. The characteristics of both the models are more or less the same as those of the compressible cases above. Although the elasticity tensor is specified by constant coefficients, it must be emphasized that the responses become nonlinear because of the nonlinearity in terms of the deformation gradient included in the definitions of the stress and strain tensors as well as their rate tensors.

Although the Jaumann rate of the Cauchy stress is frequently used in the incremental elasticity as in Eq.(10.151), a famous and strange response subjected to a simple shear has been reported [44]. So that, in order to compare


Fig. 10.19 Incremental models of incompressible materials


Fig. 10.20 Simple shear
responses in this particular loading case, we here examine the Truesdell model. Suppose that, as is shown in Fig. 10.20 , the rectangular body undergoes a simple shearing by $\gamma$ to the $x_{1}$-dirction with keeping its height and width unchanged. Then non-zero component of the displacement is only $u_{1}=X_{2} \tan \gamma$, and the deformation gradient becomes

$$
(F)=\left(\begin{array}{cc}
1 & \tan \gamma \\
0 & 1
\end{array}\right), \quad(F)^{-1}=\left(\begin{array}{cc}
1 & -\tan \gamma \\
0 & 1
\end{array}\right)
$$

where, for simplicity, only the $2 \times 2$ components are shown. Since the height and width are kept unchanged, no volumetric change occurs; i.e. $J=1$. Therefore, we have

$$
(l)=\left(\begin{array}{cc}
0 & (\tan \gamma)^{\circ} \\
0 & 0
\end{array}\right)
$$

resulting in the corresponding deformation rate and spin as

$$
(d)=\left(\begin{array}{cc}
0 & 1 / 2(\tan \gamma)^{\circ} \\
1 / 2(\tan \gamma)^{.} & 0
\end{array}\right), \quad(w)=\left(\begin{array}{cc}
0 & 1 / 2(\tan \gamma)^{\cdot} \\
-1 / 2(\tan \gamma)^{\circ} & 0
\end{array}\right)
$$

Using Eq.(10.82), we can evaluate the nominal stress in terms of the Cauchy stress as

$$
\begin{equation*}
S_{11}^{N}=\sigma_{11}-\sigma_{12} \tan \gamma, \quad S_{21}^{N}=\sigma_{12}, \quad S_{12}^{N}=\sigma_{12}-\sigma_{22} \tan \gamma, \quad S_{22}^{N}=\sigma_{22} . \tag{*}
\end{equation*}
$$

When the Jaumann-rate model is used, from Eq.(10.117), we have relations as

$$
\stackrel{\nabla}{\sigma}_{11}=\dot{\sigma}_{11}-\sigma_{12}(\tan \gamma) ; \quad \stackrel{\nabla}{\sigma}_{22}=\dot{\sigma}_{22}+\sigma_{12}(\tan \gamma) ; \quad \stackrel{\nabla}{\sigma}_{12}=\dot{\sigma}_{12}+\left(\sigma_{11}-\sigma_{22}\right) \frac{1}{2}(\tan \gamma)
$$

Then, since only $d_{12}=d_{21}$ are not zero, the corresponding constitutive relations are expressed by

$$
\stackrel{\nabla}{\sigma}_{11}=0, \quad \stackrel{\nabla}{\sigma}_{22}=0, \quad \stackrel{\nabla}{\sigma}_{12}=\widetilde{C}_{66} d_{12}=\frac{1}{2} \widetilde{C}_{66}(\tan \gamma)
$$

where $\widetilde{C}_{66}$ corresponds to the shear modulus $2 G$ in Eq.(2.52) of infinitesimal deformation theory. From these relations, we have

$$
\dot{\sigma}_{11}=\sigma_{12}(\tan \gamma) ; \quad \dot{\sigma}_{22}=-\sigma_{12}(\tan \gamma) ; \quad \dot{\sigma}_{12}=\frac{1}{2}\left\{\widetilde{C}_{66}-\left(\sigma_{11}-\sigma_{22}\right)\right\}(\tan \gamma)
$$

and thus

$$
\dot{\sigma}_{11}+\dot{\sigma}_{22}=0 \quad \rightarrow \quad \sigma_{11}+\sigma_{22}=0
$$

as well as

$$
\frac{\dot{\sigma}_{12}}{\dot{\sigma}_{11}-\dot{\sigma}_{22}}=\frac{\widetilde{C}_{66}-\left(\sigma_{11}-\sigma_{22}\right)}{4 \sigma_{12}} .
$$

The latter equation can be integrated to obtain

$$
\left(\frac{2 \sigma_{12}}{\widetilde{C}_{66}}\right)^{2}+\left(\frac{\sigma_{11}-\sigma_{22}}{\widetilde{C}_{66}}-1\right)^{2}=1
$$

Therefore, we can set

$$
\frac{\sigma_{12}}{\widetilde{C}_{66}}=\frac{1}{2} \sin \theta, \quad \frac{\sigma_{11}-\sigma_{22}}{\widetilde{C}_{66}}=1-\cos \theta .
$$

Substituting these components into the equation of $\dot{\sigma}_{12}$; i.e.

$$
\left(\frac{\dot{\sigma}_{12}}{\widetilde{C}_{66}}\right)=\frac{1}{2}\left(1-\frac{\sigma_{11}-\sigma_{22}}{\widetilde{C}_{66}}\right)(\tan \gamma)
$$

we obtain

$$
\frac{1}{2} \cos \theta(\tan \gamma)^{\cdot}=\frac{1}{2}(\sin \theta)^{\cdot} \quad \rightarrow \quad(\tan \gamma)^{\circ}=\dot{\theta} \quad \rightarrow \quad \theta=\tan \gamma
$$

Finally, all the components of the Cauchy stress components are evaluated as

$$
\frac{\sigma_{12}}{\widetilde{C}_{66}}=\frac{1}{2} \sin (\tan \gamma), \quad \frac{\sigma_{11}}{\widetilde{C}_{66}}=-\frac{\sigma_{22}}{\widetilde{C}_{66}}=\frac{1}{2}\{1-\cos (\tan \gamma)\}
$$

Substitution of these results into Eq.(*) yields the nominal stress components as

$$
\begin{aligned}
& \frac{S_{21}^{N}}{\widetilde{C}_{66}}=\frac{1}{2} \sin (\tan \gamma), \quad \frac{S_{12}^{N}}{\widetilde{C}_{66}}=\frac{1}{2}[\sin (\tan \gamma)+\tan \gamma\{1-\cos (\tan \gamma)\}] \\
& \frac{S_{11}^{N}}{\widetilde{C}_{66}}=\frac{1}{2}[1-\cos (\tan \gamma)-\tan \gamma \sin (\tan \gamma)], \quad \frac{S_{22}^{N}}{\widetilde{C}_{66}}=-\frac{1}{2}\{1-\cos (\tan \gamma)\} .
\end{aligned}
$$

The response by the first equation is shown in Fig. 10.20, in which $\gamma$ reaches its maximum value of $1 / 2$ near $\gamma \simeq 57.5$ degrees and afterwards starts to oscillate sinusoidally converging rapidly to $\gamma \rightarrow \pi / 2$. It suggests that the Jaumann-rate model can be used only up to $\gamma=45$ degrees.

On the other hand, in the case of the Truesdell model by Eq.(10.154), first from Eq.(10.123) we have [103]

$$
\stackrel{\vee}{\sigma}_{11}=\dot{\sigma}_{11}-2 \sigma_{12}(\tan \gamma) ; \quad \stackrel{\vee}{\sigma}_{22}=\dot{\sigma}_{22}, \quad \stackrel{\vee}{\sigma}_{12}=\dot{\sigma}_{12}-\sigma_{22}(\tan \gamma)
$$

and the constitutive relations can be expressed by

$$
\dot{\sigma}_{11}=2 \sigma_{12}(\tan \gamma) ; \quad \dot{\sigma}_{22}=0, \quad \dot{\sigma}_{12}=\left\{\frac{1}{2} \widetilde{C}_{66}+\sigma_{22}\right\}(\tan \gamma) .
$$

Integration of these equations leads to

$$
\frac{\sigma_{12}}{\widetilde{C}_{66}}=\frac{1}{2} \tan \gamma, \quad \frac{\sigma_{11}}{\widetilde{C}_{66}}=\frac{1}{2} \tan ^{2} \gamma, \quad \frac{\sigma_{22}}{\widetilde{C}_{66}}=0
$$

Substituting this results into Eq.(*), we obtain

$$
\frac{S_{21}^{N}}{\widetilde{C}_{66}}=\frac{S_{12}^{N}}{\widetilde{C}_{66}}=\frac{1}{2} \tan \gamma, \quad \frac{S_{11}^{N}}{\widetilde{C}_{66}}=\frac{S_{22}^{N}}{\widetilde{C}_{66}}=0 .
$$

The first relation is also shown in Fig. 10.20, in which the load goes to infinity as $\gamma$ approaches to $\pi / 2$. Of course, it should be noted that the ordinate of Fig. 10.20 becomes as large as the magnitude of elastic constants.

Lastly, for the Saint Venant-Kirchhoff materials, the second Piola-Kirchhoff stress can be calculated from Eq.(10.99) as

$$
S_{11}=\sigma_{11}-2 \sigma_{12} \tan \gamma=-\frac{1}{2} \widetilde{C}_{66} \tan ^{2} \gamma, \quad S_{22}=\sigma_{22}=0, \quad S_{12}=\sigma_{12}=\frac{1}{2} \widetilde{C}_{66} \tan \gamma
$$

and the corresponding Green strain can be calculated using Eq.(10.9) as

$$
E_{11}=0, \quad E_{22}=\frac{1}{2} \tan ^{2} \gamma, \quad E_{12}=\frac{1}{2} \tan \gamma
$$

Then a model of the Saint Venant-Kirchhoff materials which is equivalent to the elastic constitutive relation of the Truesdell model above can be given by

$$
\left\{\begin{array}{l}
S_{11} \\
S_{22} \\
S_{12}
\end{array}\right\}=\left(\begin{array}{ccc}
\widetilde{C}_{11} & -\widetilde{C}_{66} & 0 \\
-\widetilde{C}_{66} & 0 & 0 \\
0 & 0 & \widetilde{C}_{66}
\end{array}\right)\left\{\begin{array}{l}
E_{11} \\
E_{22} \\
E_{12}
\end{array}\right\}
$$

It is quite interesting that this material is unstable. Or, if a constitutive model as $\boldsymbol{S}=\boldsymbol{C}: \boldsymbol{E}$ is specified, we can evaluate the nominal stress components in the case of this simple shearing as

$$
S_{11}^{N}=\frac{1}{2}\left(C_{1}+\widetilde{C}_{66}\right) \tan ^{2} \gamma, \quad S_{22}^{N}=\frac{1}{2} C_{0} \tan ^{2} \gamma, \quad S_{12}^{N}=\frac{1}{2} \widetilde{C}_{66} \tan \gamma, \quad S_{21}^{N}=\frac{1}{2} \widetilde{C}_{66} \tan \gamma+\frac{1}{2} C_{0} \tan ^{3} \gamma
$$

As a simple example, if we set $C_{0} / \widetilde{C}_{66}=2$ which corresponds to a specification of the Poisson ratio at $v=1 / 3$ in the infinitesimal deformation theory, the result is also shown in Fig. 10.20 by a dot-dashed curve.

## (3) Physical Meanings of Truesdell Stress Rate

Since it is preferable to use the Lagrangian description in constructing constitutive laws of solids, an objective stress rate called the Oldroyd stress rate has been introduced in that sense. And, the neglect of the deformation-rate terms of the Oldroyd stress rate leads to the Jaumann rate of the Cauchy stress which has been employed for incremental constitutive models in many researches. Then, we may ask why it is enough to ignore only the spin terms in the non-objective stress rate $\dot{\boldsymbol{\sigma}}$; i.e. why we can neglect the deformation-rate terms of a straightforward Lagrangian rate; e.g. the Oldroyd stress rate. As a typical example, consider some largely deformed state of a cubic crystalline metal. Then, in comparison with the plastic part of deformation by the motion of many dislocations, the elastic part remains infinitesimally small enough to keep the lattice structure almost orthogonal. Therefore, we can observe the total elastically resisting behavior in a coordinate system rotating with the material; i.e. it is sufficient to neglect only the spin terms from $\dot{\boldsymbol{\sigma}}$. However, for more flexible materials with small shear resistance like textile fabrics, an orthogonal microstructure initially existing within the materials may easily deform to become a skew system. Even for such materials, we ask if the corotational stress rates may be appropriate to be used in the incremental constitutive models.

We here examine physical meanings of the Truesdell stress rate as an example of the stress rates with deformation rate terms. As the Truesdell stress rate is closely related to the second Piola-Kirchhoff stress through Eq.(10.153), the Timoshenko beam theory using the second Piola-Kirchhoff stress in Sec. B. 3 is employed in order to explain physically the effect of deformation rate terms in the objective stress rates. In the Timoshenko beam theory, the initial normality of the beam axis to the cross section cannot be kept after bending as a result of the shear deformation $\gamma$. One of the higher-order constitutive laws for the shear force $V$ is given by

$$
V=G k_{\mathrm{T}} A \gamma+N \frac{\gamma}{1+\epsilon}
$$

where $N$ is the axial force: $\epsilon$ is the extension of the beam axis: $k_{\mathrm{T}}$ represents the shear coefficient [11]: $A$ and $G$ are the sectional area and the shear modulus. The initial normality between the axial force $N$ and the shear force $V$ becomes relaxed after deformation by the shear deformation $\gamma$. Namely, the first term in the equation above represents pure shearing material-resistance, while the second term expresses an apparent shear resistance by the axial force, the direction of which is no longer normal to the cross section. This second term plays an important role in the Engesser's buckling formula [79].

Increment of the equation above results in

$$
\begin{equation*}
\dot{V}-N\left\{\frac{1}{1+\epsilon} \dot{\gamma}-\frac{\gamma}{(1+\epsilon)^{2}} \dot{\epsilon}\right\}=G k_{\mathrm{T}} A \dot{\gamma}+E A \frac{\gamma}{1+\epsilon} \dot{\epsilon} \tag{*}
\end{equation*}
$$

where only the essential material resistance parts are collected in the right-hand side. Then the second term in the left-hand side is a contribution of the axial force to the incremental shear resistance. Because $V$ is defined by the Lagrangian description, this incremental expression can be considered an objective rate. For simplicity, suppose that the shear deformation does not exist $(\gamma=0)$ in the current configuration, the incremental equation above can be rewritten as

$$
\begin{equation*}
\Delta(\text { Essential elastic shearing resistance }) \equiv \dot{V}-N \dot{\gamma}=G k_{\mathrm{T}} A \dot{\gamma} \tag{10.159}
\end{equation*}
$$

where the extensional strain $\epsilon$ is also small enough to be neglected in comparison with unity. It should be noted that the second term in the left-hand side of Eq. $(*)$ does not vanish.

The instantaneous constitutive relation in Eq.(10.159) can be interpreted as a state where $v_{1}=v_{1}\left(x_{1}, x_{3}\right)$ and $v_{3}=v_{3}\left(x_{1}\right)$, and only $\sigma_{11}$ and $\sigma_{13}$ are non-zero stress components. In such a state, the isotropic elasticity defined by Eq.(10.151) with the Jaumann rate of the Cauchy stress becomes

$$
\stackrel{\nabla}{\sigma}_{13}=\dot{\sigma}_{13}-\sigma_{11} w_{31}=2 \mu d_{13}
$$

where only a spin term exists in the left-hand side. Therefore it is not consistent with Eq.(10.159). On the other hand, the elasticity defined by Eq.(10.154) using the Truesdell stress rate becomes

$$
\begin{equation*}
\stackrel{\vee}{\sigma}_{13}=\dot{\sigma}_{13}-\sigma_{11} v_{3,1}=2 \mu d_{13} \tag{10.160}
\end{equation*}
$$

where the deformation rate remains in the left-hand side, and it becomes consistent with Eq.(10.159). Or the constitutive law by Eq.(10.155) with the Oldroyd stress rate yields

$$
\stackrel{\stackrel{\rightharpoonup}{\sigma}}{13}^{=} \dot{\sigma}_{13}-\sigma_{11} v_{3,1}-\sigma_{13} v_{1,1}=2 \mu d_{13} .
$$

Since Eq.(10.159) is obtained neglecting the axial strain $\epsilon$, the term $\epsilon \sim v_{1,1}$ in the equation above can be also ignored, so that it becomes the same as Eq.(10.160). This example shows that the deformation rate terms included in the definitions of the objective stress rates may play an important role in describing some constitutive models especially for the shearing resistance in finite deformation theory. The effects of the second terms in the left-hand side of Eq. (*) will be quantitatively examined later on in buckling problems of the Timoshenko beam-columns in Sec. 10.7.3 (1) relating to the Engesser's formulae.

## (4) Incremental Virtual Work Equation and Symmetry

The incremental equilibrium equation in terms of the nominal stress rate is given by Eq.(10.130) as

$$
\dot{n}_{j i, j}+\rho \dot{\pi}_{i}=0 .
$$

Then the inner product of this equation by an arbitrary virtual velocity field in the current volume $v$ formally yields the corresponding incremental virtual work as

$$
\begin{equation*}
-\int_{v} \delta v_{i}\left(\dot{n}_{j i, j}+\rho \dot{\pi}_{i}\right) \mathrm{d} v=\int_{v}\left(\delta v_{i, j} \dot{n}_{j i}-\rho \delta v_{i} \dot{\pi}_{i}\right) \mathrm{d} v-\int_{s} \delta v_{i} \dot{t}_{i} \mathrm{~d} s=0 \tag{10.161}
\end{equation*}
$$

after the boundary condition of Eq.(10.131) is taken into account, where the integral region $s$ represents the current surface of the body. Note that this is not a physical virtual work, because the inner product is taken between two incremental fields. On the other hand, using Eq.(10.128), we can express all the incremental constitutive models in terms of the nominal stress rate and the velocity gradient as

$$
\dot{n}_{j i}=F_{j i k l} v_{k, l} .
$$

Substitution of this equation into the first term of the incremental virtual work equation above leads to the incremental internal virtual work $\delta U(v)$ as

$$
\delta U(v) \equiv \int_{v} \delta v_{i, j} F_{j i k l} v_{k, l} \mathrm{~d} v .
$$

Therefore, if the constitutive model has a symmetry as

$$
\begin{equation*}
F_{j i k l}=F_{l k i j}, \tag{10.162}
\end{equation*}
$$

this incremental internal virtual work can be integrated instantaneously (or by the updated Lagrangian description) to define $U(v)$. This indicates that the functional $U(v)$ can be defined by the updated Lagrangian description, although the hypoelasticity is not a conservative model.

For example, when the Jaumann rate of the Cauchy stress is employed for the isotropic elasticity by Eq.(10.151) with the coefficient

$$
\begin{equation*}
C_{i j k l}=\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\lambda \delta_{i j} \delta_{k l} \tag{10.163}
\end{equation*}
$$

the corresponding coefficient between the nominal stress rate and the velocity gradient becomes

$$
F_{i j k l}=C_{i j k l}+\sigma_{i j} \delta_{k l}+\frac{1}{2} \sigma_{l i} \delta_{j k}-\frac{1}{2} \sigma_{k i} \delta_{j l}-\frac{1}{2} \sigma_{l j} \delta_{i k}-\frac{1}{2} \sigma_{k j} \delta_{i l} \quad \rightarrow \quad F_{i j k l} \neq F_{l k j i}
$$

so that, the functional $U(v)$ cannot be defined. However, note that the symmetry holds if the Jaumann rate of the Kirchhoff stress is employed as Eq.(10.156). On the other hand, when the isotropic elasticity is defined by the Truesdell stress rate as Eq.(10.154), we can have the symmetry of Eq.(10.162); i.e.

$$
F_{i j k l}=C_{i j k l}+\sigma_{l i} \delta_{j k} \quad \rightarrow \quad F_{i j k l}=F_{l k j i} .
$$

Several explicit expressions of the tangent stiffness in the matrix form will be given in Sec. 10.7.1 (3). Since this coefficient $F_{i j k l}$ expresses the tangential elastic coefficient under the residual stress states, it is desirable that the functional $U(v)$ can be defined.

### 10.5.4 Elastic-Plastic Models

## (1) Prandtl-Reuss Model

We here explain the most standard description of a typical elastoplastic model with the Mises yield condition and the associated $J_{2}$ flow rule; i.e. the Prandtl-Reuss Model in the framework of finite deformation. Since the plasticity is always modeled in the incremental form, it is straightforward to describe the elastic part by the hypoelasticity. First of all, the deformation rate and the spin can be decomposed into the elastic and plastic pars as Eq.(10.73); i.e.

$$
\begin{equation*}
d(x)=d^{\mathrm{e}}(x)+d^{\mathrm{p}}(x), \quad w(x)=w^{\mathrm{e}}(x)+w^{\mathrm{p}}(x) \tag{10.164a,b}
\end{equation*}
$$

As for the hypoelasticity, many researches have employed the Jaumann rate of the Cauchy stress. So that, using Eq.(10.151) with the elastic coefficient in Eq.(10.163), we set

$$
\begin{equation*}
\stackrel{\nabla}{\sigma}_{i j}=C_{i j k l} d_{k l}^{\mathrm{e}}, \quad C_{i j k l}=\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\left(K-\frac{2 \mu}{3}\right) \delta_{i j} \delta_{k l} \tag{10.165a,b}
\end{equation*}
$$

where $K$ is the bulk modulus. Or its inverse relation can be given by

$$
\begin{equation*}
d_{i j}^{\mathrm{e}}=D_{i j k l} \stackrel{\nabla}{\sigma}_{k l}, \quad D_{i j k l}=\frac{1}{4 \mu}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\frac{1}{3}\left(\frac{1}{3 K}-\frac{1}{2 \mu}\right) \delta_{i j} \delta_{k l} \tag{10.166a,b}
\end{equation*}
$$

On the other hand, an incremental model of the hyperelasticity in Eq.(10.137) can be defined by the updated Lagrangian description as Eq.(10.154) using the Truesdell stress rate and will be examined in Secs. 10.6 and 10.7.

The Mises yield condition can be rewritten as

$$
\begin{equation*}
f \equiv \bar{\sigma}-\tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right), \quad \bar{\epsilon}^{\mathrm{p}} \equiv \int_{\text {history }} \sqrt{2 d_{i j}^{\mathrm{p}} d_{i j}^{\mathrm{p}}} \mathrm{~d} t, \tag{10.167a,b}
\end{equation*}
$$

where $\bar{\sigma}$ is the effective stress defined by Eq.(9.23b). Also, the flow rule can be given by

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\lambda \frac{\partial f}{\partial \sigma_{i j}}=\lambda \frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}} \tag{10.168}
\end{equation*}
$$

Then, substitution of Eq.(10.167a) into the consistency condition $(\dot{f}=0)$ results in

$$
\begin{equation*}
\lambda=\frac{1}{H} \frac{\partial f}{\partial \sigma_{i j}} \dot{\sigma}_{i j}=\frac{\sigma_{i j}^{\prime}}{2 H \bar{\sigma}} \dot{\sigma}_{i j}, \quad H \equiv \frac{\partial \tau_{\mathrm{Y}}\left(\bar{\epsilon}^{\mathrm{p}}\right)}{\partial \bar{\epsilon}^{\mathrm{p}}} . \tag{10.169a,b}
\end{equation*}
$$

Putting this equation back into Eq.(10.168), we can express the plastic part by

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\frac{1}{H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}} \dot{\sigma}_{k l} . \tag{10.170}
\end{equation*}
$$

Furthermore, using Eq.(10.117), we can finally express Eq.(10.170) in terms of the Jaumann rate as

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\frac{1}{H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}} \stackrel{\nabla}{\sigma}_{k l} \tag{10.171}
\end{equation*}
$$

Eventually, substituting Eqs.(10.166) and (10.171) into Eq.(10.164), we can write the elastoplastic incremental constitutive rule by

$$
\begin{equation*}
d_{i j}=\left(D_{i j k l}+\frac{1}{H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{4 \bar{\sigma}^{2}}\right) \stackrel{\nabla}{\sigma} \text { } k l \tag{10.172}
\end{equation*}
$$

and its inverse relation as

$$
\begin{equation*}
\stackrel{\nabla}{\sigma}_{i j}=\left(C_{i j k l}-\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}}\right) d_{k l} \tag{10.173}
\end{equation*}
$$

The loading conditions in Eq.(9.40) can be generalized by

$$
\begin{array}{rlll}
\text { Elastic state: } & \lambda=0 & \text { if } f<0 ; \\
\text { Unloading: } & \lambda=0 & \text { if } f=0 & \text { and } \\
\text { Neutral loading: } & \sigma_{i j}^{\prime} \stackrel{\nabla}{\sigma}_{i j}<0 ; \\
\text { Loading: } & \lambda>0 & \text { if } f=0 & \text { and }  \tag{10.174d}\\
\sigma_{i j}^{\prime} \stackrel{\nabla}{\sigma}_{i j}=0 ; \\
& \lambda=0 & \text { and } & \sigma_{i j}^{\prime} \stackrel{\nabla}{\sigma}_{i j}>0 .
\end{array}
$$

## (2) Non-Associated Flow Rule

The next example is a generalization of the Prandtl-Reuss model above which employs a non-associated flow rule [61]. The model explained in Sec. 9.4 .2 is a version in infinitesimal deformation theory of the original model formulated below. First of all, the yield function $f$ and the plastic potential $g$ are defined by

$$
\begin{equation*}
f \equiv \bar{\sigma}-F\left(\mathrm{I}_{1}, \Delta^{\mathrm{p}}, \bar{\epsilon}^{\mathrm{p}}\right), \quad g \equiv \bar{\sigma}+G\left(\mathrm{I}_{1}\right), \tag{10.175a,b}
\end{equation*}
$$

where $\mathrm{I}_{1}$ is the first invariant of the stress defined by Eq.(2.36), and the plastic volumetric strain and the plastic effective shear strain are defined by

$$
\begin{equation*}
\Delta^{\mathrm{p}} \equiv \int_{\text {history }} \frac{\rho_{0}}{\rho} d_{k k}^{\mathrm{p}} \mathrm{~d} t, \quad \bar{\epsilon}^{\mathrm{p}} \equiv \int_{\text {history }} \sqrt{2 d_{i j}^{\mathrm{p}^{\prime}} d^{\mathrm{p}^{\prime}}{ }_{i j}} \mathrm{~d} t \tag{10.176a,b}
\end{equation*}
$$

Substitution of the plastic potential in Eq.(10.175) into the flow rule in Eq.(9.74a) yields

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\lambda\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}, \quad \beta=\beta\left(\mathrm{I}_{1}\right) \equiv \frac{\partial G\left(\mathrm{I}_{1}\right)}{\partial \mathrm{I}_{1}} \tag{10.177a,b}
\end{equation*}
$$

Since the consistency condition can be evaluated by

$$
\dot{f}=\frac{\partial \bar{\sigma}}{\partial \sigma_{i j}} \dot{\sigma}_{i j}-\frac{\partial F}{\partial \mathrm{I}_{1}} \dot{\mathrm{I}}_{1}-\frac{\partial F}{\partial \Delta^{\mathrm{p}}} \dot{\Delta}^{\mathrm{p}}-\frac{\partial F}{\partial \bar{\epsilon}^{\mathrm{p}}} \dot{\bar{\epsilon}}^{\mathrm{p}}=0,
$$

considering Eqs.(9.37) and (10.176), we have a relation as

$$
\begin{equation*}
\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}} \dot{\sigma}_{i j}-\frac{\partial F}{\partial \mathrm{I}_{1}} \dot{\sigma}_{k k}=\frac{\rho_{0}}{\rho} \frac{\partial F}{\partial \Delta^{\mathrm{p}}} d_{k k}^{\mathrm{p}}+\frac{\partial F}{\partial \bar{\epsilon}^{\mathrm{p}}} \sqrt{2 d^{\mathrm{p}^{\prime}} d_{j}^{\mathrm{p}}{ }_{i j}} \tag{10.178}
\end{equation*}
$$

Putting Eq.(10.177) into this equation, we obtain $\lambda$ as

$$
\begin{equation*}
\lambda=\frac{1}{H}\left(\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}-\frac{\partial F}{\partial \mathrm{I}_{1}} \delta_{k l}\right) \dot{\sigma}_{k l}, \quad H \equiv 3 \frac{\rho_{0}}{\rho} \frac{\partial F}{\partial \Delta^{\mathrm{p}}} \beta+\frac{\partial F}{\partial \bar{\epsilon}^{\mathrm{p}}} \tag{10.179a,b}
\end{equation*}
$$

where $H$ is the hardening coefficient. Substituting this relation back into Eq.(9.125), we finally express the plastic deformation rate as

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\frac{1}{H}\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}\left\{\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right\} \dot{\sigma}_{k l}, \quad \alpha=\alpha\left(\mathrm{I}_{1}, \Delta^{\mathrm{p}}, \bar{\epsilon}^{\mathrm{p}}\right) \equiv-\frac{\partial F\left(\mathrm{I}_{1}, \Delta^{\mathrm{p}}, \bar{\epsilon}^{\mathrm{p}}\right)}{\partial \mathrm{I}_{1}} \tag{10.180a,b}
\end{equation*}
$$

Or, the material derivative of the Cauchy stress can be replaced by the Jaumann rate of the Cauchy stress to obtain

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\frac{1}{H}\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}\left\{\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right\} \stackrel{\nabla}{\sigma}_{k l} \tag{10.181}
\end{equation*}
$$

If the elasticity is modeled by the Hooke law of Eq.(10.166), the additive decomposition in Eq.(10.164) leads to

$$
\begin{equation*}
d_{i j}=D_{i j k l} \stackrel{\nabla}{\sigma}_{k l}+\frac{1}{H}\left(\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right)\left(\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right) \stackrel{\nabla}{\sigma}_{k l} \tag{10.182}
\end{equation*}
$$

and its inverse relation is expressed by

$$
\begin{equation*}
\stackrel{\nabla}{\sigma}_{i j}=C_{i j k l} d_{k l}-\frac{\left(\frac{\mu \sigma_{i j}^{\prime}}{\bar{\sigma}}+3 K \beta \delta_{i j}\right)\left(\frac{\mu \sigma_{k l}^{\prime}}{\bar{\sigma}}+3 K \alpha \delta_{k l}\right)}{H+\mu+9 K \alpha \beta} d_{k l} \tag{10.183}
\end{equation*}
$$

## (3) Non-Coaxial Model

Some materials do not show the normality rule in plasticity. One of such models introduced in Sec. 9.4 .3 [67] has a non-coaxial term in the flow rule; i.e. an additional component coaxial to the incremental stress is included as

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\lambda \frac{\partial g}{\partial \sigma_{i j}}+\frac{1}{2 h_{1}}\left(\stackrel{\nabla}{\sigma_{i j}^{\prime}}-\frac{1}{2 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{k l}^{\prime} \stackrel{\nabla}{\sigma_{k l}}\right), \tag{10.184}
\end{equation*}
$$

where the yield function and the plastic potential are the same as those in Eq.(10.175). Formulation of the complete model has been explained in Sec. 9.4.3. The plastic strain increment can be approximated by

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\frac{1}{H}\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}\left\{\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right\} \stackrel{\nabla}{\sigma}_{k l}+\frac{1}{2 h_{1}}\left(\stackrel{\nabla}{\sigma_{i j}^{\prime}}-\frac{1}{2 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{k l}^{\prime} \stackrel{\nabla}{\sigma} k l\right) \tag{10.185}
\end{equation*}
$$

When the elasticity is specified by Eq.(10.166), the total incremental strain is expressed by

$$
\begin{align*}
& d_{i j}=\frac{1}{2 \mu} \stackrel{\nabla}{\sigma}_{i j}+\frac{1}{3}\left(\frac{1}{3 K}-\frac{1}{2 \mu}\right) \delta_{i j} \stackrel{\nabla}{\sigma}_{k k}  \tag{10.186}\\
&+\frac{1}{H}\left\{\frac{\sigma_{i j}^{\prime}}{2 \bar{\sigma}}+\beta \delta_{i j}\right\}\left\{\frac{\sigma_{k l}^{\prime}}{2 \bar{\sigma}}+\alpha \delta_{k l}\right\} \stackrel{\nabla}{\sigma}_{k l}+\frac{1}{2 h_{1}}\left(\stackrel{\nabla}{\sigma}_{i j}^{\prime}-\frac{1}{2 \bar{\sigma}^{2}} \sigma_{i j}^{\prime} \sigma_{k l}^{\prime} \stackrel{\nabla}{\sigma}_{k l}\right)
\end{align*}
$$

which coincides with Eq.(9.140) by replacing the stress rate and the strain rate by the Jaumann rate of the Cauchy stress and the deformation rate respectively.

## (4) Slip Line Model for Single Crystals

Inside the crystalline metals, the plastic deformation is usually caused by the motion of the dislocations. Such a microscopic behavior has been modeled to construct a constitutive law by Asaro [1, 3], in which the motion of the dislocations is replaced by continuously distributed slips. Since the elastic deformation is considered to be the distortion of the crystalline lattice independent of the motion of the dislocations, the elasticity is defined by a hypoelasticity observed from the framework rotating with the elastic deformation only as

$$
\begin{equation*}
\stackrel{\circ}{\sigma}_{i j}+\sigma_{i j} d_{k k}^{\mathrm{e}}=C_{i j k l} d_{k l}^{\mathrm{e}}, \tag{10.187}
\end{equation*}
$$

where a new Jaumann rate of the Kirchhoff stress is defined by

$$
\begin{equation*}
\stackrel{\circ}{\sigma}_{i j} \equiv \dot{\sigma}_{i j}-w_{i k}^{\mathrm{e}} \sigma_{k j}-w_{j k}^{\mathrm{e}} \sigma_{k i}, \tag{10.188}
\end{equation*}
$$

using only the elastic part of the spin.
The mechanism of the plastic deformation is then modeled by continuously distributed slip surfaces, on which slidings occur and accumulate simulating the motions and pileups of dislocations. Fig. 10.21 shows an $\alpha$-th slip surface the unit normal vector on which is denoted by $\boldsymbol{n}^{\alpha}$, and the sliding deformation rate is $\dot{\gamma}^{\alpha}$. Since the sliding $\dot{\gamma}^{\alpha}$ is irreversible ${ }^{15}$ motion, both sliding systems to the direction of $\boldsymbol{s}^{\alpha}$ as well as to its opposite direction are possible. According to the sliding on a particular $\alpha$-th slip system, a plastic velocity gradient can be evaluated by

$$
\begin{equation*}
v_{i, j}^{\mathrm{p}}=\dot{\gamma}^{\alpha} s_{i}^{\alpha} n_{j}^{\alpha}, \quad \alpha=1,2, \cdots, N \tag{10.189}
\end{equation*}
$$



Fig. $10.21 \alpha$-slip system
where no sum on $\alpha$. The crystal structure determines the value of $N$ and the directions of the slip surfaces. An example of an fcc crystal will be shown in Fig. 9.16. Therefore, the plastic parts of the deformation rate and the spin are given by

$$
\begin{equation*}
d_{i j}^{\mathrm{p}}=\sum_{\alpha} p_{i j}^{\alpha} \dot{\gamma}^{\alpha}, \quad w_{i j}^{\mathrm{p}}=\sum_{\alpha} \omega_{i j}^{\alpha} \dot{\gamma}^{\alpha} \tag{10.190a,b}
\end{equation*}
$$

The summation symbol $\sum_{\alpha}$ must span only on the active systems which will be specified by the loading condition explained later on. And, $p_{i j}^{\alpha}$ and $\omega_{i j}^{\alpha}$ are defined by

$$
\begin{equation*}
p_{i j}^{\alpha} \equiv \frac{1}{2}\left(s_{i}^{\alpha} n_{j}^{\alpha}+n_{i}^{\alpha} s_{j}^{\alpha}\right), \quad \omega_{i j}^{\alpha} \equiv \frac{1}{2}\left(s_{i}^{\alpha} n_{j}^{\alpha}-n_{i}^{\alpha} s_{j}^{\alpha}\right), \tag{10.191a,b}
\end{equation*}
$$

[^28]where no sum on $\alpha$. As the crystal lattice does not rotate by the motion of dislocations, the motion of the slip systems depends only on the elastic part of the spin, so that we can set
\[

$$
\begin{equation*}
\dot{s}_{i}^{\alpha}=w_{i j}^{\mathrm{e}} s_{j}^{\alpha}, \quad \dot{n}_{i}^{\alpha}=w_{i j}^{\mathrm{e}} n_{j}^{\alpha} \tag{10.192a,b}
\end{equation*}
$$

\]

This specification guarantees that the two vectors $\boldsymbol{s}^{\alpha}$ and $\boldsymbol{n}^{\alpha}$ are kept unity.
The yield condition can be specified by a condition at which the sliding starts on the $\alpha$-th system; i.e. it is given by the condition that the shearing stress on the $\alpha$-th system reaches some specific value of $\tau_{\mathrm{Y}}^{\alpha}$ as

$$
\begin{equation*}
\tau^{\alpha} \equiv \sigma_{i j} s_{i}^{\alpha} n_{j}^{\alpha}=\tau_{\mathrm{Y}}^{\alpha} \tag{10.193}
\end{equation*}
$$

where $\tau_{\mathrm{Y}}^{\alpha}$ is a material parameter which corresponds to the maximum frictional strength on the sliding surface. Then, the corresponding flow rule can be specified by the Schmid law, which is an incremental form of Eq.(10.193) above; i.e.

$$
\begin{equation*}
\dot{\tau}^{\alpha}=\sum_{\beta} h^{\alpha \beta} \dot{\gamma}^{\beta} \tag{10.194}
\end{equation*}
$$

The parameter $h^{\alpha \beta}$ is a kind of the hardening parameter which expresses the material resistance on the $\alpha$-th sliding increment due to the $\beta$-th incremental slip. The physical meaning of this parameter for $\alpha \neq \beta$ is not so clear and is explained in other references.

Since the material derivative of Eq.(10.193) leads to

$$
\dot{\tau}^{\alpha}=\dot{\sigma}_{i j} s_{i}^{\alpha} n_{j}^{\alpha}+\sigma \dot{s}_{i}^{\alpha} n_{j}^{\alpha}+\sigma s_{i}^{\alpha} \dot{n}_{j}^{\alpha}
$$

substitution of Eq.(10.192) into it results in

$$
\dot{\tau}^{\alpha}=\dot{\sigma}_{i j} s_{i}^{\alpha} n_{j}^{\alpha}+\sigma w_{i k}^{\mathrm{e}} s_{k}^{\alpha} n_{j}^{\alpha}+\sigma s_{i}^{\alpha} w_{j k}^{\mathrm{e}} n_{k}^{\alpha}=s_{i}^{\alpha} n_{j}^{\alpha}\left(\dot{\sigma}_{i j}-w_{i k}^{\mathrm{e}} \sigma_{k j}-w_{j k}^{\mathrm{e}} \sigma_{k i}\right)
$$

Comparing this result with Eq.(10.188), we can express it simply by

$$
\dot{\tau}^{\alpha}=\stackrel{\circ}{\sigma}_{i j} s_{i}^{\alpha} n_{j}^{\alpha}
$$

showing that the flow rule is observed from the framework rotating with the crystal lattice. Using this result, and keeping the symmetry of the Cauchy stress, we can rewrite Eq.(10.194) as

$$
\begin{equation*}
\stackrel{\circ}{\sigma}_{i j} p_{i j}^{\alpha}=\sum_{\beta} h^{\alpha \beta} \dot{\gamma}^{\beta} \tag{10.195}
\end{equation*}
$$

Similarly, the yield condition of Eq.(10.193) is also rewritten as

$$
\begin{equation*}
\sigma_{i j} p_{i j}^{\alpha}=\tau_{\mathrm{y}}^{\alpha} \tag{10.196}
\end{equation*}
$$

Therefore, the loading and unloading conditions on the $\alpha$-th slip system can be specified by

$$
\begin{array}{rlll}
\text { Elastic state: } & \dot{\gamma}^{\alpha}=0 & \text { if } & \sigma_{i j} p_{i j}^{\alpha}<\tau_{\mathrm{Y}}^{\alpha} \\
\text { Unloading: } & \dot{\gamma}^{\alpha}=0 & \text { if } & \sigma_{i j} p_{i j}^{\alpha}=\tau_{\mathrm{Y}}^{\alpha} \quad \text { and } \\
& \stackrel{\circ}{\sigma}_{i j} p_{i j}^{\alpha}<\sum_{\beta} h^{\alpha \beta} \dot{\gamma}^{\beta}  \tag{10.197c}\\
\text { Loading: } & \dot{\gamma}^{\alpha} \geq 0 & \text { if } & \sigma_{i j} p_{i j}^{\alpha}=\tau_{\mathrm{Y}}^{\alpha}
\end{array} \quad \text { and } \quad \stackrel{\circ}{\sigma}_{i j} p_{i j}^{\alpha}=\sum_{\beta} h^{\alpha \beta} \dot{\gamma}^{\beta} .
$$

Substituting the elastic law in Eq.(10.187) into the flow rule in Eq.(10.195), from the additive decomposition in Eq.(10.164), we have a relation as

$$
\stackrel{\circ}{\sigma}_{i j} p_{i j}^{\alpha}=p_{i j}^{\alpha}\left(C_{i j k l} d_{k l}-\sigma_{i j} d_{k k}-C_{i j k l} d_{k l}^{\mathrm{p}}+\sigma_{i j} d_{k k}^{\mathrm{p}}\right)
$$

Putting the plastic deformation rate in Eq.(10.190a) into this equation, we obtain an explicit expression of Eq.(10.195) in terms of the incremental slip as

$$
\stackrel{\circ}{\sigma}_{i j} p_{i j}^{\alpha}=p_{i j}^{\alpha}\left(C_{i j k l} d_{k l}-\sigma_{i j} d_{k k}\right)-\sum_{\beta} p_{i j}^{\alpha}\left(C_{i j k l} p_{k l}^{\beta}-\sigma_{i j} p_{k k}^{\beta}\right) \dot{\gamma}^{\beta}=\sum_{\beta} h^{\alpha \beta} \dot{\gamma}^{\beta} .
$$

Therefore, when the loading condition is satisfied, the incremental slip is evaluated from this equation by

$$
\begin{equation*}
\dot{\gamma}^{\alpha}=\sum_{\beta} M^{\alpha \beta} p_{i j}^{\beta}\left(C_{i j k l}-\sigma_{i j} \delta_{k l}\right) d_{k l}, \tag{10.198}
\end{equation*}
$$

where $M^{\alpha \beta}$ is the inverse matrix of the following matrix $N^{\alpha \beta}$;

$$
\begin{equation*}
M^{\alpha \beta} \equiv\left(N^{\alpha \beta}\right)^{-1}, \quad N^{\alpha \beta} \equiv h^{\alpha \beta}+p_{i j}^{\alpha}\left(C_{i j k l}-\sigma_{i j} \delta_{k l}\right) p_{k l}^{\beta} . \tag{10.199a,b}
\end{equation*}
$$

Furthermore, taking into account the additive decomposition in Eq.(10.164) with the elastic constitutive Eq.(10.187), we can express

$$
\begin{equation*}
\stackrel{\nabla}{\sigma}_{i j}+\sigma_{i j} d_{k k}=C_{i j k l} d_{k l}-\sum_{\alpha}\left(C_{i j k l} p_{k l}^{\alpha}-\sigma_{i j} p_{k k}^{\alpha}+\omega_{i k}^{\alpha} \sigma_{k j}+\omega_{j k}^{\alpha} \sigma_{k i}\right) \dot{\gamma}^{\alpha} \tag{10.200}
\end{equation*}
$$

From these two Eqs.(10.198) and (10.200), the incremental elastoplastic constitutive law of the single crystal can be specified by

$$
\begin{equation*}
\stackrel{\nabla}{\sigma}_{i j}=C_{i j k l} d_{k l}-\sigma_{i j} d_{k k}-\sum_{\alpha} \sum_{\beta}\left(C_{i j k l} p_{k l}^{\alpha}-\sigma_{i j} p_{k k}^{\alpha}+\omega_{i k}^{\alpha} \sigma_{k j}+\omega_{j k}^{\alpha} \sigma_{k i}\right) M^{\alpha \beta} p_{m n}^{\beta}\left(C_{m n p q}-\sigma_{m n} \delta_{p q}\right) d_{p q} \tag{10.201}
\end{equation*}
$$

This model can be employed to describe some elastoplastic behavior of a polycrystalline metal in plane strain state [39]. As is shown in the inset of Fig. 10.22, each single crystal is modeled by an elliptical region with two slip lines the angle between which is set at 70 degrees; i.e. totally four slip systems exist as $\alpha=1 \sim 4$. Every 2 degrees between the two directions from 0 to 90 degrees, 46 grain orientations are chosen to simulate randomly distributed single crystals. As a basic example, no hardening is included, and the parameter $\tau_{Y}^{\alpha}$


Fig. 10.22 Yield surfaces of a polycrystal model in Eq.(10.193) is set at

$$
\tau_{\mathrm{Y}}^{\alpha}=\tau_{\mathrm{Y}}^{0}=\text { const. }, \quad \gamma^{0} \equiv \frac{\tau_{\mathrm{Y}}^{0}}{\bar{\mu}}
$$

Moreover, the average behavior as a polycrystal in the framework of finite deformation is estimated by an analytical homogenization method explained in App. C. The parameter $\bar{\mu}$ in the equation above denotes such an average shear modulus of the polycrystal. Fig. 10.22 shows changes ${ }^{16}$ of the yield surface under the action of the monotonic loading to the $x_{1}$-direction. The initial surface is isotropic and almost circular, but the corner starts to develop to the direction of loading with the kinematic hardening characteristics. The corner is noticeable because a finite number of grains are used in this simulation.

### 10.6 Examples of Analytical Estimates

### 10.6.1 Localization Condition

In the standard tensile tests of steel, we can often observe a diagonal pattern of straight lines called the Lüders band, which is considered to indicate a kind of localization of deformation. Since the material is not a single crystal, ${ }^{17}$ the direction of localizations is nothing to do with the microscopic lattice structure, and they are called the macroscopic slip lines or shear bands. In order to predict the incipience of such localizations, an analytical approach [30] has been proposed.

Let $v$ denote the unit vector normal to a certain discontinuous surface on which the localized deformation occurs, and the jump of the velocity gradient across the surface can be expressed by the following equation similarly to Eq.(10.189):

$$
\begin{equation*}
\left\langle v_{i, j}\right\rangle=g_{i} v_{j}, \tag{10.202}
\end{equation*}
$$

[^29]where $\boldsymbol{g}$ expresses the magnitude of discontinuity. Even though this discontinuity is about to occur in a continuum, the surface traction must be continuous across this surface, so that from Eq.(10.131) we must have
\[

$$
\begin{equation*}
\left\langle v_{j} \dot{n}_{j i}\right\rangle=0 \tag{10.203}
\end{equation*}
$$

\]

where $\dot{\boldsymbol{n}}$ is the nominal stress rate.
As has been stated before, any incremental constitutive laws can be written by a general form as

$$
\begin{equation*}
\dot{n}_{j i}=F_{j i k l} v_{k, l} . \tag{10.204}
\end{equation*}
$$

Then, this equation and Eq.(10.202) are substituted into Eq.(10.203) to express the continuity condition of the incremental traction by

$$
\begin{equation*}
\left(v_{j} F_{j i k l} v_{l}\right) g_{k}=0 \tag{10.205}
\end{equation*}
$$

Finally, the necessary condition to obtain a real solution for the discontinuity of $\boldsymbol{g}$ is given by

$$
\begin{equation*}
\operatorname{det}\left(v_{j} F_{j i k l} v_{l}\right)=0 \tag{10.206}
\end{equation*}
$$

and it is known as an incipience condition of the localized deformation. Note that the localization defined by Eq.(10.202) is an isolated phenomena in a continuum, while the periodically distributed localization such as a global buckling of structural members represents a dispersive localized deformation. Such a dispersive solution bifurcated from a uniformly deformed state is usually known to occur before the isolated localization explained above [30]. Several numerical solutions given in Sec. 10.7.3 (2) also show such dispersive or periodical localizations.

### 10.6.2 Two Typical Examples

Two types of hypoelasticity with the standard Prandtl-Reuss plasticity explained in Sec. 10.5.4(1) are used to predict the localization [87]. The isotropic elasticity is defined by either the Jaumann rate of the Cauchy stress or the Truesdell stress rate. In the former case, we have

$$
\begin{equation*}
\dot{\sigma}_{i j}=2 \mu d_{i j}+\lambda \delta_{i j} d_{k k}-\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}} d_{k l}+w_{i k} \sigma_{k j}+w_{j k} \sigma_{k i}, \tag{10.207}
\end{equation*}
$$

while the latter leads to

$$
\begin{align*}
\dot{\sigma}_{i j}=2 \mu & d_{i j}+\lambda \delta_{i j} d_{k k}-\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}} d_{k l}  \tag{10.208}\\
& +\frac{\mu}{\mu+H} \sigma_{i j}^{\prime} d_{k k}-\frac{\mu}{2(\mu+H)} \frac{\sigma_{i j}^{\prime} \sigma_{l m}^{\prime}}{\bar{\sigma}^{2}}\left(v_{l, k} \sigma_{k m}+v_{m, k} \sigma_{k l}\right)+v_{i, k} \sigma_{k j}+v_{j, k} \sigma_{k i}-\sigma_{i j} d_{k k}
\end{align*}
$$

For example, the fifth term in Eq.(10.208) indicates a plastic softening effect of shear resistance in tension which may result in relatively earlier initiation of the localization.

We here estimate relations between the hardening parameter and the critical stress by the localization condition in Eq.(10.206) using the two models given by Eqs.(10.207) and (10.208). As has been employed by Hill in the prediction of Eq.(9.173), the so-called state of 'plastically plane strain condition' on the $x_{1}-x_{2}$ plane is also assumed; i.e. the stress state from the flow rule in Eq.(10.168) is set as

$$
d_{33}^{\mathrm{p}}=0 \quad \rightarrow \quad \sigma_{33}^{\prime}=0 \quad \rightarrow \quad \sigma_{33}=\frac{1}{2}\left(\sigma_{11}+\sigma_{22}\right)
$$

Fig. 10.23 shows the results by the uniaxial loading in the $x_{1}$-direction. The ordinate is the stress level at the incipience of localization, and the abscissa expresses the orientation of the localization. For the rigid-plastic materials with $H=0$, the direction of the localization is to 45 degrees from the loading axis at the minimum critical stress as $\sigma_{0} / \mu=0$ which is explained by $\sigma_{0}=\sigma_{\mathrm{Y}}$. Or, for non-positive hardening parameters, such localization becomes possible in any directions at any stress level as is represented by the dot-dashed and dotted curves. However, for materials with positive hardening parameters (solid curves in the figure), the localization can become possible at quite high stress levels which may be one-tenth or one-hundredth of the magnitude of the shear modulus. Namely, as has been pointed out in the reference [30], the localization defined above can be possible after the peak of the


Fig. 10.23 Relations between stress and direction of localization in plastically plane strain state


Fig. 10.24 Relations between stress and direction of localization in plastically plane strain state
stress-strain history. Also, in the same reference, it has been reported that the diffusive (periodical) concentration of the strain field occurs before the incipience of the isolated localization.

The minimum stress levels of the localization and the corresponding orientations are shown in Fig. 10.24 for positive hardening parameters, where results by another hypoelastic model using the convected stress rate are added. The localization is possible at realistic stress levels only when the hardening parameter is almost zero just like the mild steel. In such cases, the orientation of localization is to about 45 degrees from the loading axis which coincides with that predicted in the infinitesimal deformation theory explained in Sec. 9.5.3. Otherwise, the localization occurs at extremely large stress levels no matter which models are chosen. Incidentally, if an unstable constitutive model explained in Sec. 10.5.4 (3) [38] is chosen, this critical stress level can become small.

### 10.7 Examples of Numerical Estimates

### 10.7.1 Updated Lagrangian Approach

## (1) Basic Equations

In practice, some numerical approaches are needed to solve arbitrary boundary value problems. One of such approaches is the FEM which will be employed here. Since the plasticity is modeled in the incremental form, it is sufficient to use the incremental step-by-step analysis without any iterative schemes. To this end, we start with the incremental virtual work Eq. (10.161) in the updated Lagrangian description. First of all, the update of the Cauchy stress is given by the following equation as has been explained in Sec. 10.4.5;

$$
\begin{equation*}
\sigma_{i j}(t+\Delta t)=\sigma_{i j}(t)+\dot{\sigma}_{i j}(t) . \tag{10.209}
\end{equation*}
$$

Moreover, since the updated Lagrangian description is employed, the current position of each node of the finite element must be updated by

$$
\begin{equation*}
p_{i}(t+\Delta t)=p_{i}(t)+v_{i}(t) \tag{10.210}
\end{equation*}
$$

where $\boldsymbol{p}(t)$ and $\boldsymbol{v}(t)$ are the current position and the velocity (incremental displacement) of each node respectively.

## (2) Matrix Forms of Incremental Internal Virtual Work

Defining a matrix form of the velocity gradient components by

$$
\{\nabla v\} \equiv\left[\begin{array}{ccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9  \tag{10.211}\\
v_{1,1} & v_{2,2} & v_{3,3} & v_{3,2} & v_{2,3} & v_{1,3} & v_{3,1} & v_{2,1} & v_{1,2}
\end{array}\right]^{\mathrm{T}}
$$

and remembering the conjugateness expressed in the incremental internal virtual work Eq.(10.161), we must define a matrix form of the corresponding nominal stress rate vector components by

$$
\{\dot{n}\} \equiv\left[\begin{array}{ccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9^{9}  \tag{10.212}\\
\dot{n}_{11} & \dot{n}_{22} & \dot{n}_{33} & \dot{n}_{23} & \dot{n}_{32} & \dot{n}_{31} & \dot{n}_{13} & \dot{n}_{12} & \dot{n}_{21}
\end{array}\right]^{\mathrm{T}}
$$

It should be noted that the orders of the shearing components of the latter matrix are different from those of the former matrix. Then, the incremental internal virtual work can be expressed by

$$
\delta U(t) \equiv \int_{v} \delta v_{i, j} \dot{n}_{j i} \mathrm{~d} v=\int_{v} \delta\{\nabla v\}^{\mathrm{T}}\{\dot{n}\} \mathrm{d} v
$$

where $v$ defines the current domain of the body.
Since the velocity gradient can be related to the velocity in the matrix form by

$$
\begin{align*}
\{\nabla v\}=(S)\{v\}, & \{v\} \equiv\left[\begin{array}{lll}
v_{1} & v_{2} & v_{3}
\end{array}\right]^{\mathrm{T}},  \tag{10.213a,b}\\
(S) \equiv & =\left(\begin{array}{ccccccccc}
\frac{\partial}{\partial x_{1}} & 0 & 0 & 0 & 0 & \frac{\partial}{\partial x_{3}} & 0 & 0 & \frac{\partial}{\partial x_{2}} \\
0 & \frac{\partial}{\partial x_{2}} & 0 & 0 & \frac{\partial}{\partial x_{3}} & 0 & 0 & \frac{\partial}{\partial x_{1}} & 0 \\
0 & 0 & \frac{\partial}{\partial x_{3}} & \frac{\partial}{\partial x_{2}} & 0 & 0 & \frac{\partial}{\partial x_{1}} & 0 & 0
\end{array}\right)^{\mathrm{T}} \tag{10.213c}
\end{align*}
$$

the incremental internal virtual work is rewritten as

$$
\delta U(t)=\int_{v} \delta\{v\}^{\mathrm{T}}(S)^{\mathrm{T}}\{\dot{n}\} \mathrm{d} v .
$$

Also, the hypoelasticity is formally expressed by

$$
\begin{equation*}
\dot{n}_{i j}=F_{i j k l} v_{k, l} \quad \rightarrow \quad\{\dot{n}\}=(F)\{\nabla v\}, \tag{10.214}
\end{equation*}
$$

where the coefficient $\boldsymbol{F}$ is generally a function of the stress. Eventually, the incremental internal virtual work is evaluated by

$$
\begin{equation*}
\delta U(t)=\int_{v} \delta\{v\}^{\mathrm{T}}(S)^{\mathrm{T}}(F)(S)\{v\} \mathrm{d} v . \tag{10.215}
\end{equation*}
$$

## (3) Matrix Forms of Hypoelasticity

Stress Increments: Define the Cauchy stress increment vector by

$$
\{\dot{\sigma}\} \equiv\left[\begin{array}{cccccc}
1 & \dot{\sigma}_{11} & \dot{\sigma}_{22} & \dot{\sigma}_{33} & \dot{\sigma}_{23} & \dot{\sigma}_{31}  \tag{10.216}\\
\dot{\sigma}_{12}
\end{array}\right]^{\mathrm{T}},
$$

and, the relation between the stress increment and the velocity gradient can be expressed by the matrix form as

$$
\begin{equation*}
\{\dot{\sigma}\}=(G)\{\nabla v\} . \tag{10.217}
\end{equation*}
$$

Note that the matrix $(G)$ is not square but has its size of $6 \times 9$.
Model with Jaumann Rate of Cauchy Stress: When the hypoelastic model in terms of the Jaumann rate of the Cauchy stress is employed as has been defined by Eq.(10.151), the stress increment is given by

$$
\dot{\sigma}_{i j}=2 \mu d_{i j}+\lambda \delta_{i j} d_{k k}+w_{i k} \sigma_{k j}+w_{j k} \sigma_{k i}
$$

and, therefore, the explicit representation of the matrix $(G)$ in Eq.(10.217) is obtained as

$$
(G) \equiv\left(\begin{array}{cccccc}
\lambda+2 \mu & \lambda & \lambda & 0 & 0  \tag{10.218}\\
\lambda & \lambda+2 \mu & \lambda & -\sigma_{23} & \sigma_{23} \\
\lambda & \lambda & \lambda+2 \mu & \sigma_{23} & -\sigma_{23} & \\
0 & 0 & 0 & \mu-\frac{1}{2} \sigma_{33}+\frac{1}{2} \sigma_{22} & \mu+\frac{1}{2} \sigma_{33}-\frac{1}{2} \sigma_{22} & \\
0 & 0 & 0 & \frac{1}{2} \sigma_{12} & -\frac{1}{2} \sigma_{12} & \\
0 & 0 & 0 & -\frac{1}{2} \sigma_{13} & \frac{1}{2} \sigma_{13} & \\
& \sigma_{13} & & -\sigma_{13} & -\sigma_{12} & \sigma_{12} \\
& 0 & 0 & \sigma_{12} & -\sigma_{12} \\
& -\sigma_{13} & \sigma_{13} & 0 & 0 \\
& -\frac{1}{2} \sigma_{12} & \frac{1}{2} \sigma_{12} & \frac{1}{2} \sigma_{13} & -\frac{1}{2} \sigma_{13} \\
\mu-\frac{1}{2} \sigma_{11}+\frac{1}{2} \sigma_{33} & \mu+\frac{1}{2} \sigma_{11}-\frac{1}{2} \sigma_{33} & -\frac{1}{2} \sigma_{23} & \frac{1}{2} \sigma_{23} \\
& \frac{1}{2} \sigma_{23} & -\frac{1}{2} \sigma_{23} & \mu-\frac{1}{2} \sigma_{22}+\frac{1}{2} \sigma_{11} & \mu+\frac{1}{2} \sigma_{22}-\frac{1}{2} \sigma_{11}
\end{array}\right) .
$$

Also, since the constitutive equation in terms of the nominal stress rate can be defined by

$$
\dot{n}_{i j}=2 \mu d_{i j}+\lambda \delta_{i j} d_{k k}+\sigma_{i j} d_{k k}+w_{j k} \sigma_{k i}-d_{i k} \sigma_{k j}
$$

the matrix $(F)$ in Eq.(10.214) is obtained as

$$
(F) \equiv\left(\begin{array}{ccccc}
\lambda+2 \mu & \lambda+\sigma_{11} & \lambda+\sigma_{11} & 0 & 0 \\
\lambda+\sigma_{22} & \lambda+2 \mu & \lambda+\sigma_{22} & -\sigma_{23} & 0  \tag{10.219}\\
\lambda+\sigma_{33} & \lambda+\sigma_{33} & \lambda+2 \mu & 0 & -\sigma_{23} \\
\sigma_{23} & 0 & \sigma_{23} & \mu-\frac{1}{2} \sigma_{33}+\frac{1}{2} \sigma_{22} & \mu-\frac{1}{2} \sigma_{33}-\frac{1}{2} \sigma_{22} \\
\sigma_{23} & \sigma_{23} & 0 & \mu-\frac{1}{2} \sigma_{33}-\frac{1}{2} \sigma_{22} & \mu+\frac{1}{2} \sigma_{33}-\frac{1}{2} \sigma_{22} \\
\sigma_{13} & \sigma_{13} & 0 & -\frac{1}{2} \sigma_{12} & -\frac{1}{2} \sigma_{12} \\
0 & \sigma_{13} & \sigma_{13} & \frac{1}{2} \sigma_{12} & -\frac{1}{2} \sigma_{12} \\
0 & \sigma_{12} & \sigma_{12} & -\frac{1}{2} \sigma_{13} & \frac{1}{2} \sigma_{13} \\
\sigma_{12} & 0 & \sigma_{12} & -\frac{1}{2} \sigma_{13} & -\frac{1}{2} \sigma_{13} \\
& 0 & & -\sigma_{13} & -\sigma_{12} \\
\\
0 & 0 & 0 & 0 \\
-\sigma_{13} & 0 & 0 & -\sigma_{12} \\
-\frac{1}{2} \sigma_{12} & \frac{1}{2} \sigma_{12} & -\frac{1}{2} \sigma_{13} & 0 \\
-\frac{1}{2} \sigma_{12} & -\frac{1}{2} \sigma_{12} & \frac{1}{2} \sigma_{13} & -\frac{1}{2} \sigma_{13} \\
\mu-\frac{1}{2} \sigma_{11}+\frac{1}{2} \sigma_{33} & \mu-\frac{1}{2} \sigma_{11}-\frac{1}{2} \sigma_{33} & -\frac{1}{2} \sigma_{23} & \frac{1}{2} \sigma_{23} \\
\mu-\frac{1}{2} \sigma_{11}-\frac{1}{2} \sigma_{33} & \mu+\frac{1}{2} \sigma_{11}-\frac{1}{2} \sigma_{33} & -\frac{1}{2} \sigma_{23} & -\frac{1}{2} \sigma_{23} \\
-\frac{1}{2} \sigma_{23} & -\frac{1}{2} \sigma_{23} & \mu-\frac{1}{2} \sigma_{22}+\frac{1}{2} \sigma_{11} & \mu-\frac{1}{2} \sigma_{22}-\frac{1}{2} \sigma_{11} \\
\frac{1}{2} \sigma_{23} & -\frac{1}{2} \sigma_{23} & \mu-\frac{1}{2} \sigma_{22}-\frac{1}{2} \sigma_{11} & \mu+\frac{1}{2} \sigma_{22}-\frac{1}{2} \sigma_{11}
\end{array}\right) .
$$

However, it should be noted that this matrix is non-symmetric with its size of $9 \times 9$.

Model with Truesdell Stress Rate: On the other hand, when the Truesdell stress rate is employed to define the hypoelasticity as Eq.(10.154), we have

$$
\dot{\sigma}_{i j}=2 \mu d_{i j}+\lambda \delta_{i j} d_{k k}-\sigma_{i j} d_{k k}+v_{i, k} \sigma_{k j}+v_{j, k} \sigma_{k i},
$$

and, the coefficient matrix $(G)$ in Eq.(10.217) is given by

$$
\begin{aligned}
& (G) \equiv \\
& \left(\begin{array}{ccccccccc}
\lambda+2 \mu+\sigma_{11} & \lambda-\sigma_{11} & \lambda-\sigma_{11} & 0 & 0 & 2 \sigma_{13} & 0 & 0 & 2 \sigma_{12} \\
\lambda-\sigma_{22} & \lambda+2 \mu+\sigma_{22} & \lambda-\sigma_{22} & 0 & 2 \sigma_{23} & 0 & 0 & 2 \sigma_{12} & 0 \\
\lambda-\sigma_{33} & \lambda-\sigma_{33} & \lambda+2 \mu+\sigma_{33} & 2 \sigma_{23} & 0 & 0 & 2 \sigma_{13} & 0 & 0 \\
-\sigma_{23} & 0 & 0 & \mu+\sigma_{22} & \mu+\sigma_{33} & 0 & \sigma_{12} & \sigma_{13} & 0 \\
0 & -\sigma_{13} & 0 & \sigma_{12} & 0 & \mu+\sigma_{33} & \mu+\sigma_{11} & 0 & \sigma_{23} \\
0 & 0 & -\sigma_{12} & 0 & \sigma_{13} & \sigma_{23} & 0 & \mu+\sigma_{11} & \mu+\sigma_{22}
\end{array}\right) .
\end{aligned}
$$

Since the constitutive equation in terms of the nominal stress rate is written by

$$
\dot{n}_{i j}=\left\{\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\lambda \delta_{i j} \delta_{k l}+\sigma_{l i} \delta_{j k}\right\} v_{k, l}=F_{i j k l} v_{k, l} \quad \rightarrow \quad F_{i j k l}=F_{l k j i}
$$

the matrix $(F)$ in Eq.(10.214) becomes symmetric as

$$
\begin{aligned}
& (F) \equiv \\
& \\
& \left(\begin{array}{ccccccccc}
\lambda+2 \mu+\sigma_{11} & \lambda & \lambda & 0 & 0 & \sigma_{13} & 0 & 0 & \sigma_{12} \\
\lambda & \lambda+2 \mu+\sigma_{22} & \lambda & 0 & \sigma_{23} & 0 & 0 & \sigma_{12} & 0 \\
\lambda & \lambda & \lambda+2 \mu+\sigma_{33} & \sigma_{23} & 0 & 0 & \sigma_{13} & 0 & 0 \\
0 & 0 & \sigma_{23} & \mu+\sigma_{22} & \mu & 0 & \sigma_{12} & 0 & 0 \\
0 & \sigma_{23} & 0 & \mu & \mu+\sigma_{33} & 0 & 0 & \sigma_{13} & 0 \\
\sigma_{13} & 0 & 0 & 0 & 0 & \mu+\sigma_{33} & \mu & 0 & \sigma_{23} \\
0 & 0 & \sigma_{13} & \sigma_{12} & 0 & \mu & \mu+\sigma_{11} & 0 & 0 \\
0 & \sigma_{12} & 0 & 0 & \sigma_{13} & 0 & 0 & \mu+\sigma_{11} & \mu \\
\sigma_{12} & 0 & 0 & 0 & 0 & \sigma_{23} & 0 & \mu & \mu+\sigma_{22}
\end{array}\right) .
\end{aligned}
$$

Incidentally, when the hypoelasticity is defined by the Jaumann rate of the Kirchhoff stress as in Eq.(10.156), the corresponding matrix $\boldsymbol{F}$ also becomes symmetric.

Therefore, in the sense of the updated Lagrangian approach, since this tangential model using the Truesdell stress rate has an instantaneous weak form in the current configuration defined by

$$
\delta \Pi(t) \equiv \int_{v(t)} \delta\{\nabla v\}^{\mathrm{T}}(F(t))\{\nabla v\} \mathrm{d} v-\int_{v(t)} \delta\{v\}^{\mathrm{T}}\{\dot{\pi}\} \rho \mathrm{d} v-\int_{s(t)} \delta\{v\}^{\mathrm{T}}\{\dot{i}\} \mathrm{d} s=0
$$

which can be formally integrated to obtain the corresponding functional $\Pi(t)$ as

$$
\Pi(t) \equiv \frac{1}{2} \int_{v(t)}\{\nabla v\}^{\mathrm{T}}(F(t))\{\nabla v\} \mathrm{d} v-\int_{v(t)}\{v\}^{\mathrm{T}}\{\dot{\pi}\} \rho \mathrm{d} v-\int_{s(t)}\{v\}^{\mathrm{T}}\{\dot{t}\} \mathrm{d} s,
$$

because the matrix $(F)$ is symmetric. In the case of the hypoelasticity with the Jaumann rate of the Cauchy stress, of course, the corresponding weak form, $\delta \Pi$, is not integrable.

## (4) Standard Discretization

The standard procedure of the finite element method is then followed, and we start with approximation of the velocity field in one element by some appropriate piecewise polynomials $N\left(x_{1}, x_{2}, x_{3}\right)$ as

$$
\begin{equation*}
\{v\}=\left(N\left(x_{1}, x_{2}, x_{3}\right)\right)\{\dot{p}\} \tag{10.222}
\end{equation*}
$$

where $\{\dot{p}\}$ is a certain properly chosen nodal velocity vector depending on the choice of the polynomials. Remembering that the nodal coordinates must be updated step by step by Eq.(10.210), we here simply choose the four-node tetrahedron element in order to keep the compatibility of the adjacent elements. Then, by Eqs.(10.213a) and (10.217), the incremental stress can be expressed by

$$
\begin{equation*}
\{\dot{\sigma}\}=(G)(S)(N)\{\dot{p}\}=(G)(B)\{\dot{p}\}, \quad(B) \equiv(S)(N) \tag{10.223a,b}
\end{equation*}
$$

Eventually, through the incremental internal virtual work Eq.(10.215), the tangent stiffness matrix can be defined by

$$
\begin{equation*}
(k)=\int_{v}(N)^{\mathrm{T}}(S)^{\mathrm{T}}(F)(S)(N) \mathrm{d} v=\int_{v}(B)^{\mathrm{T}}(F)(B) \mathrm{d} v \tag{10.224}
\end{equation*}
$$

As has been noted before, this tangent stiffness matrix becomes symmetric when the Truesdell stress rate is employed in the hypoelasticity. Since the four-node tetrahedron element is chosen, the matrix ( $B)$ in Eq.(10.223b) becomes constant, so that it is easy to update the nodal coordinates and the stresses.

The increments of the body force and the surface force are also discretized by the standard process as

$$
\begin{equation*}
\{\dot{h}\} \equiv \int_{v}(N)^{\mathrm{T}}\{\dot{\pi}\} \rho \mathrm{d} v, \quad\{\dot{f}\} \equiv \int_{s}(N)^{\mathrm{T}}\{\dot{t}\} \mathrm{d} s \tag{10.225a,b}
\end{equation*}
$$

Finally, the incremental (tangent) stiffness equation can be obtained through the incremental virtual work equation as

$$
\begin{equation*}
(k)\{\dot{p}\}=\{\dot{h}\}+\{\dot{f}\} \tag{10.226}
\end{equation*}
$$

and, it is simply solved step by step. As has been explained before, the current coordinates of all the nodes $\{p\}$ can be updated by Eq.(10.210) as

$$
\begin{equation*}
\{p\}^{(t+\Delta t)}=\{p\}^{(t)}+\{\dot{p}\}^{(t)} . \tag{10.227}
\end{equation*}
$$

Also, the nodal forces are calculated by

$$
\begin{equation*}
\{h\}^{(t+\Delta t)}=\{h\}^{(t)}+\{\dot{h}\}^{(t)}, \quad\{f\}^{(t+\Delta t)}=\{f\}^{(t)}+\{\dot{f}\}^{(t)} . \tag{10.228a,b}
\end{equation*}
$$

Similarly, define the Cauchy stress vector by

$$
\{\sigma\} \equiv\left\lfloor\begin{array}{cccccc}
1 & 2 & 3 & 4 & 5 & 6  \tag{10.229}\\
\sigma_{11} & \sigma_{22} & \sigma_{33} & \sigma_{23} & \sigma_{31} & \sigma_{12}
\end{array}\right]^{\mathrm{T}}
$$

and Eq.(10.209) makes it possible to update this stress vector by

$$
\begin{equation*}
\{\sigma\}^{(t+\Delta t)}=\{\sigma\}^{(t)}+\{\dot{\sigma}\}^{(t)} . \tag{10.230}
\end{equation*}
$$

## (5) Matrix Forms of Elastoplastic Tangential Models

Effective Stress and Effective Plastic Strain: In order to install the Prandtle-Reuss model, the deviatoric stress components are defined by a $6 \times 1$ vector as

$$
\left\{\sigma^{\prime}\right\} \equiv\left\lfloor\begin{array}{cccccc}
1 & 2 & 3 & 4 & 5 & 6  \tag{10.231}\\
\sigma_{11}^{\prime} & \sigma_{22}^{\prime} & \sigma_{33}^{\prime} & \sigma_{23} & \sigma_{31} & \sigma_{12}
\end{array}\right]^{\mathrm{T}}
$$

and, at the same time, a $9 \times 1$ vector is defined by

$$
\{s\} \equiv\left[\begin{array}{ccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9  \tag{10.232}\\
\sigma_{11}^{\prime} & \sigma_{22}^{\prime} & \sigma_{33}^{\prime} & \sigma_{23} & \sigma_{23} & \sigma_{13} & \sigma_{13} & \sigma_{12} & \sigma_{12}
\end{array}\right]^{\mathrm{T}}
$$

Then, these two vectors are related to the stress vector by

$$
\left\{\sigma^{\prime}\right\}=(R)\{\sigma\}=\left(\begin{array}{cccccc}
2 / 3 & -1 / 3 & -1 / 3 & 0 & 0 & 0  \tag{10.233}\\
-1 / 3 & 2 / 3 & -1 / 3 & 0 & 0 & 0 \\
-1 / 3 & -1 / 3 & 2 / 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)\{\sigma\},
$$

and

$$
\{s\}=(T)\{\sigma\}=\left(\begin{array}{cccccc}
2 / 3 & -1 / 3 & -1 / 3 & 0 & 0 & 0  \tag{10.234}\\
-1 / 3 & 2 / 3 & -1 / 3 & 0 & 0 & 0 \\
-1 / 3 & -1 / 3 & 2 / 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)\{\sigma\} .
$$

Using this vector, we can define the effective stress (squared) by

$$
\begin{equation*}
\bar{\sigma}^{2} \equiv \frac{1}{2} \sigma_{i j}^{\prime} \sigma_{i j}^{\prime}=\frac{1}{2}\{s\}^{\mathrm{T}}\{s\} . \tag{10.235}
\end{equation*}
$$

Also, the effective plastic strain increment can be given by the material derivative of Eq.(10.167b) as

$$
\begin{equation*}
\dot{\bar{\epsilon}}^{\mathrm{p}} \equiv \sqrt{2 d_{i j}^{\mathrm{p}} d_{i j}^{\mathrm{p}}}=\frac{1}{2 H \bar{\sigma}} \sigma_{k l}^{\prime} \dot{\sigma}_{k l}=\frac{1}{2 H \bar{\sigma}} \sigma_{k l}^{\prime} \dot{\sigma}_{k l}^{\prime}=\frac{1}{2 H \bar{\sigma}}\{s\}^{\mathrm{T}}\{\dot{s}\}, \tag{10.236}
\end{equation*}
$$

which is accumulated step by step to evaluate the effective plastic strain. The deviatoric stress increment can be calculated by

$$
\begin{equation*}
\{\dot{s}\}=(T)\{\dot{\sigma}\}=(T)(G)(S)(N)\{\dot{p}\}=(T)(G)(B)\{\dot{p}\} . \tag{10.237}
\end{equation*}
$$

Tangential Elastoplastic Stiffnesses: Eventually, the elastoplastic stiffness equation can be written as

$$
\begin{equation*}
\{\dot{\sigma}\}=\left((G)-\left(G^{\mathrm{p}}\right)\right)\{\nabla v\}, \tag{10.238}
\end{equation*}
$$

in terms of the stress rate and the velocity gradient, where the matrix $\left(G^{\mathrm{p}}\right)$ is the plastic part defined later on. On the other hand, the tangential equation in terms of the nominal stress rate can be expressed as

$$
\begin{equation*}
\{\dot{n}\}=\left((F)-\left(F^{\mathrm{p}}\right)\right)\{\nabla v\} \tag{10.239}
\end{equation*}
$$

where the matrix $\left(F^{\mathrm{p}}\right)$ is the plastic part which will be also defined later on.
Hypoelastic Model with Jaumann Rate of Cauchy Stress: Since the incremental constitutive equation of this model is given by

$$
\dot{\sigma}_{i j}=2 \mu d_{i j}+\lambda \delta_{i j} d_{k k}+w_{i k} \sigma_{k j}+w_{j k} \sigma_{k i}-\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}} d_{k l},
$$

the matrix $\left(G^{\mathrm{p}}\right)$ in Eq.(10.238) can be defined by

$$
\begin{equation*}
\left(G^{\mathrm{p}}\right) \equiv \frac{\mu^{2}}{(\mu+H) \bar{\sigma}^{2}}\left\{\sigma^{\prime}\right\}\{s\}^{\mathrm{T}} \tag{10.240}
\end{equation*}
$$

Also, since the corresponding incremental constitutive model in terms of the nominal stress rate is given by

$$
\dot{n}_{i j}=2 \mu d_{i j}+\lambda \delta_{i j} d_{k k}+\sigma_{i j} d_{k k}+w_{j k} \sigma_{k i}-d_{i k} \sigma_{k j}-\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}} d_{k l}
$$

the matrix $\left(F^{\mathrm{p}}\right)$ in Eq.(10.239) is defined by

$$
\begin{equation*}
\left(F^{\mathrm{p}}\right) \equiv \frac{\mu^{2}}{(\mu+H) \bar{\sigma}^{2}}\{s\}\{s\}^{\mathrm{T}} \tag{10.241}
\end{equation*}
$$

It should be noted that, although the tangent matrix $(F)$ is not symmetric as has been shown in Sec. 10.5.3 (4), the plastic part of the tangent matrix $\left(F^{\mathrm{p}}\right)$ is symmetric.


Fig. 10.25 Uniaxial loading: comparison between numerical and analytical results of nominal stress and true stress

Hypoelastic Model with Truesdell Stress Rate: First, we define two more matrices one of which is a $1 \times 9$ vector by

$$
\lfloor P\rfloor \equiv\left\lfloor\begin{array}{lllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9  \tag{10.242}\\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{array},\right.
$$

and another one is defined by

$$
\begin{equation*}
\lfloor Q\rfloor \equiv\left\lfloor\stackrel{1}{Q}_{1} \quad \stackrel{2}{Q}_{2} \quad \stackrel{3}{Q}_{3} \quad \stackrel{4}{Q}_{4} \quad \stackrel{5}{Q}_{5} \quad \stackrel{6}{Q}_{6} \stackrel{7}{Q}_{7} \stackrel{8}{Q}_{8} \quad \stackrel{9}{Q}_{9}\right\rfloor, \tag{10.243}
\end{equation*}
$$

where

$$
\begin{array}{llrl}
Q_{1} \equiv \sigma_{11} \sigma_{11}^{\prime}+\sigma_{12}^{2}+\sigma_{13}^{2}, & Q_{2} \equiv \sigma_{12}^{2}+\sigma_{22} \sigma_{22}^{\prime}+\sigma_{23}^{2}, & Q_{3} \equiv \sigma_{13}^{2}+\sigma_{23}^{2}+\sigma_{33} \sigma_{33}^{\prime},(10.244 \mathrm{a}, \mathrm{~b}, \mathrm{c}) \\
Q_{4} \equiv \sigma_{12} \sigma_{13}+\sigma_{23} \sigma_{22}+\sigma_{23} \sigma_{33}^{\prime}, & Q_{5} \equiv \sigma_{12} \sigma_{13}+\sigma_{23} \sigma_{22}^{\prime}+\sigma_{23} \sigma_{33}, & (10.244 \mathrm{~d}, \mathrm{e}) \\
Q_{6} \equiv \sigma_{13} \sigma_{11}^{\prime}+\sigma_{12} \sigma_{23}+\sigma_{13} \sigma_{33}, & Q_{7} \equiv \sigma_{13} \sigma_{11}+\sigma_{12} \sigma_{23}+\sigma_{13} \sigma_{33}^{\prime}, & (10.244 \mathrm{f}, \mathrm{~g}) \\
Q_{8} \equiv \sigma_{12} \sigma_{11}+\sigma_{12} \sigma_{22}^{\prime}+\sigma_{13} \sigma_{23}, & Q_{9} \equiv \sigma_{12} \sigma_{11}^{\prime}+\sigma_{12} \sigma_{22}+\sigma_{13} \sigma_{23} . & (10.244 \mathrm{~h}, \mathrm{i}) \tag{10.244~h,i}
\end{array}
$$

Then, since the constitutive law in terms of the stress rate is given by

$$
\begin{aligned}
\dot{\sigma}_{i j}= & 2 \mu d_{i j}+\lambda \delta_{i j} d_{k k}-\sigma_{i j} d_{k k}+v_{i, k} \sigma_{k j}+v_{j, k} \sigma_{k i} \\
& -\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}} d_{k l}-\frac{\mu}{2(\mu+H)} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}}\left(v_{k, m} \sigma_{m l}+v_{l, m} \sigma_{m k}\right)+\frac{\mu}{\mu+H} \sigma_{i j}^{\prime} d_{k k},
\end{aligned}
$$

the matrix $\left(G^{\mathrm{p}}\right)$ in Eq.(10.238) can be defined by

$$
\begin{equation*}
\left(G^{\mathrm{p}}\right) \equiv \frac{\mu^{2}}{(\mu+H) \bar{\sigma}^{2}}\left\{\sigma^{\prime}\right\}\{s\}^{\mathrm{T}}+\frac{\mu}{(\mu+H) \bar{\sigma}^{2}}\left\{\sigma^{\prime}\right\}\lfloor Q\rfloor-\frac{\mu}{\mu+H}\left\{\sigma^{\prime}\right\}\lfloor P\rfloor . \tag{10.245}
\end{equation*}
$$

Similarly, since the constitutive law in terms of the nominal stress rate is written as

$$
\begin{aligned}
\dot{n}_{i j}= & 2 \mu d_{i j}+\lambda d_{k k}+\sigma_{k i} v_{j, k} \\
& -\frac{\mu^{2}}{\mu+H} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}} d_{k l}-\frac{\mu}{2(\mu+H)} \frac{\sigma_{i j}^{\prime} \sigma_{k l}^{\prime}}{\bar{\sigma}^{2}}\left(v_{k, m} \sigma_{m l}+v_{l, m} \sigma_{m k}\right)+\frac{\mu}{\mu+H} \sigma_{i j}^{\prime} d_{k k},
\end{aligned}
$$

the matrix $\left(F^{\mathrm{p}}\right)$ in Eq.(10.239) can be defined by

$$
\begin{equation*}
\left(F^{\mathrm{p}}\right) \equiv \frac{\mu^{2}}{(\mu+H) \bar{\sigma}^{2}}\{s\}\{s\}^{\mathrm{T}}+\frac{\mu}{(\mu+H) \bar{\sigma}^{2}}\{s\}\lfloor Q\rfloor-\frac{\mu}{\mu+H}\{s\}\lfloor P\rfloor . \tag{10.246}
\end{equation*}
$$

In this model, the plastic part of the stiffness matrix $\left(F^{\mathrm{p}}\right)$ becomes non-symmetric.

### 10.7.2 Uniaxial Loading of Elastic Body

In order to check accuracy of the numerical models above, a simple uniaxial loading of an elastic body is examined, and the results are compared with the corresponding analytical solutions in Fig. 10.25. A very soft material is chosen to make the total deformation large enough; i.e. we set $E=10 \mathrm{MN} / \mathrm{m}^{2}$ and $v=1 / 3$. Therefore, we have $C_{0} \equiv \lambda+2 \mu=15 \mathrm{MN} / \mathrm{m}^{2}, C_{1} \equiv \lambda=7.5 \mathrm{MN} / \mathrm{m}^{2}$, and $\mu=3.75 \mathrm{MN} / \mathrm{m}^{2}$. The body analyzed is a cube shown in Fig. 10.26, the length of sides of which is set at 1 m . On the bottom surface, all the nodes are fixed to the $x_{2}$-direction, and a node at the center is fixed to the $x_{1}$ - and $x_{3}$-directions. Also, the node A is fixed to the $x_{1}$-direction, and the node B is fixed to the $x_{3}$-direction. Loading is applied by


Fig. 10.26 Finite element specifying displacement of the upper surface to the $x_{2}$-direction by 1 m or -0.5 m . In order to keep the deformation symmetric, a symmetric pattern of division of finite elements is chosen, and the total number of the elements is 35 with 96 nodes.

Solid curves in Fig. 10.25 represent the response in Eq.(10.154) of the model using the Truesdell stress rate, while dashed curves show Eq.(10.151) of the model using the Jaumann rate of the Cauchy stress. Open circles are the numerical results of the two models using 20 loading steps up to the final state of deformation. Also, two symbols $\times$ and + are the results using 20000 steps. The nominal stress $R$ to the $x_{2}$-direction plotted on the ordinate of the left figure is calculated by the sum of the reaction forces of all the nodes on the upper surface. On the other hand, $\Sigma$ in the right figure is the Cauchy stress evaluated at the integral point of the element. As far as these plots are concerned by this scale of the figure, results are almost the

Table 10.1 Numerical errors of $R$

| model-steps | $\Lambda_{L}=0.5$ | $\Lambda_{L}=2.0$ |
| :---: | :---: | :---: |
| Jaumann-20 | $-4.84 \times 10^{-2}$ | $+3.80 \times 10^{-2}$ |
| $\mathrm{~J}-200$ | $-5.01 \times 10^{-3}$ | $+3.69 \times 10^{-3}$ |
| $\mathrm{~J}-2000$ | $-5.02 \times 10^{-4}$ | $+3.68 \times 10^{-4}$ |
| $\mathrm{~J}-20000$ | $-5.03 \times 10^{-5}$ | $+3.68 \times 10^{-5}$ |
| Truesdell-20 | $-2.31 \times 10^{-2}$ | $-3.63 \times 10^{-3}$ |
| T-200 | $-2.39 \times 10^{-3}$ | $-4.34 \times 10^{-4}$ |
| T-2000 | $-2.40 \times 10^{-4}$ | $-4.41 \times 10^{-5}$ |
| T-20000 | $-2.40 \times 10^{-5}$ | $-4.43 \times 10^{-6}$ | same no matter how many loading steps are used, and are also almost coincident with the analytical solutions. The relative errors of the numerical solutions at the final loading steps with $\Lambda_{L}=0.5$ or 2 are summarized in Table 10.1 with respect to the number of the loading steps. It seems that only $200(5 \mathrm{~mm}$ or 2.5 mm$)$ steps are needed to achieve enough precision for the practical estimates.

### 10.7.3 Comparison of Constitutive Models

## (1) Comparison of Elastic Buckling Loads

Two different hypoelastic models above have different characteristics and can be used to describe elastic responses of some two types of materials. However, it is not easy to find an analytical solution of arbitrary boundary-value problems in the framework of the finite deformation. On the other hand, several analytical solutions can be found in the field of structural mechanics in finite displacements; e.g. the elastic buckling problems of structural members. In the buckling analyses, as far as the critical loads are concerned, only the incremental (tangential) analyses of the finite displacement theory are necessary. Therefore, the tangent stiffness equations formulated in the previous sections can be directly used to find such bifurcation points. Namely, the buckling state can be determined at a certain deformed state when the tangent stiffness


Fig. 10.27 Finite element matrix ( $F$ ) loses its positive-definiteness. Since the two typical buckling loads exists in the Timoshenko beam theory depending on the choice of the shearing constitutive laws, very short columns subjected to the compressive axial load are examined here. Fig. 10.27 shows a 3-dimensional pattern of the finite element of such short columns, the axis of which lies to the $x_{1}$-direction. The Young modulus and the Poisson ratio are the same as those in the previous example. The height of the column is kept at $h=16 \mathrm{~cm}$ and its thickness $t$ to the $x_{2}$-direction is 5 mm , while the length of the columns $\ell$ is between 10 cm and 40 cm . For example, when $\ell=20 \mathrm{~cm}$, the numbers of the elements are 40 to the $x_{1}$-direction and 32 to the $x_{3}$-direction. Also, several nodes are introduced on the mid-plane of the thickness resulting in totally 3,985 nodes and 15,360 elements. Other settings are explained in the reference [92]. As a model of a cantilever beam-column, we set boundary conditions as follows; the origin at $x_{1}=0, x_{2}=0$ and $x_{3}=0$ is fixed to all the directions, while all the nodes on the surface of $x_{2}=0$ are fixed to the $x_{2}$-direction


Fig. 10.28 Buckling load


Fig. 10.29 Post buckling behavior
in order to prevent the lateral buckling with respect to the weak axis. Also, all the nodes on the surface of $x_{1}=0$ and $x_{2}=t$ are fixed to the $x_{1}$ - and $x_{3}$-directions, and the nodes except these nodes and the origin on the surface of $x_{1}=0$ are fixed to the $x_{1}$-direction. The loading is specified at all the nodes on the surface at $x_{1}=\ell$ by the uniformly distributed load to the negative direction of the $x_{1}$-direction, and the total sum of this distributed loads is denoted by $P$. The correction coefficient $k_{\mathrm{T}}$ of the Timoshenko beam is estimated by Eq.(A.7b).

Fig. 10.28 shows the numerical results of relations between the buckling load $P_{\text {cr }}$ and the slenderness ratio $\lambda$. A symbol $\square$ with an index J and a symbol $\nabla$ with an index K indicate the solutions when the Jaumann rate of the Cauchy stress and the Kirchhoff stress are chosen respectively. On the other hand, a symbol © with an index T represents the solutions when the Truesdell stress rate is employed, while a symbol $\triangle$ with an index O indicates those when the Oldroyd stress rate is used. The solid curve shows the analytical solutions of the model B in Eq.(B.56) of the Timoshenko beam, while the dashed curve shows the solutions of the Model A in Eq.(B.59). As a reference, the Euler buckling load of the Bernoulli-Euler beam is given by the dot-dashed curve. Except one case explained later on, in these numerical calculations, uniform deformation is kept up to the buckling state, so that the area $A$ and the sectional moment of inertia $I$ are evaluated from the shape of the cross-section at the buckling point. But, the length $\ell$ is the initial size of the column, because the buckling formulae referred to above take into account the shrinkage of the column due to compression. The two hypoelastic models with the Truesdell stress rate and the Oldroyd stress rate predict the buckling state very close to those of the model B, which takes into account fully the effect of shearing distortion between the beam axis and the cross-section. On the other hand, the solutions of the two models using the Jaumann rate lie near the analytical predictions of the model A, which approximates the effect of shear deformation to some extent. Incidentally, when the Jaumann rate is employed, two extremely short columns ${ }^{18}$ with $\lambda=2$ buckle once at the levels indexed by symbols $\bowtie$ and $\times$, but the stable states are suddenly restored in the next loading step. After these states, the columns cannot keep uniform deformation any longer, and again the positive-definiteness is lost at the levels given by symbols $\square$ and $\boldsymbol{\nabla}$.

The corresponding post-buckling behaviors of a short column with $\ell=20 \mathrm{~cm}(\lambda \simeq 4)$ are illustrated in Fig. 10.29. The abscissa $w$ expresses the displacement to the $x_{3}$-direction (deflection) at $x_{1}=\ell, x_{2}=0$ and $x_{3}=h / 2$. In order to keep the behavior stable, we constraint the displacement to the $x_{3}$-direction at $x_{1}=0$, and we introduce a small initial imperfection the precise definition of which is given in the reference [92]. A thick dashed curve represents the result when the Jaumann rate of the Cauchy stress is used, while a thick solid curve shows the result when the Truesdell stress rate is employed. Analytical solutions are calculated by the finite element models explained in Sec. B.6.2. A thin solid curve expresses the post-buckling behavior of the model B, and a thin dotdashed curve shows that of the model A. Again, the hypoelastic model using the Truesdell stress rate traces more or less the same post-buckling path as that of the model B. These comparisons with two distinct shearing constitutive models of the Timoshenko beam theory may suggest

- Jaumann rate may be appropriate to use for the constitutive models of materials having rather stiff shearing resistant such as crystalline metals.

[^30]- Materials with relatively softer shearing resistant can be modeled by the hypoelasticity using the Truesdell stress rate.


## (2) Elastoplastic Simulation of Standard Element Tests

We here try to observe ${ }^{19}$ numerically the elastoplastic behavior and the localization of deformation in the standard element tests. Comparisons are made between results of the two hypoelastic models which use either the Truesdell stress rate or the Jaumann rate of the Cauchy stress. A simple step-by-step incremental calculation without any iterative scheme is repeated, so that the loading/unloading condition is checked at each step. The region to be analyzed is similar to that in Fig. 10.27, and two types of dimensions are employed as follows:
almost square shape: The height $h=16 \mathrm{~cm}$ is divided into 16 elements, and the length $\ell=20 \mathrm{~cm}$ is divided into 20 elements. The mid-plane of the thickness $t=1 \mathrm{~cm}$ have several nodes resulting in totally 3,840 elements with 1,034 nodes. This region is hereafter called the 'square-plate'.
rectangular shape: This is a half region of the square-plate above; the height $h=8 \mathrm{~cm}$ is divided into 32 elements, and the length $\ell=20 \mathrm{~cm}$ is divided into 40 elements. The mid-plane of the thickness $t=5 \mathrm{~mm}$ have several nodes resulting in totally 7,680 elements with 2,034 nodes. This region is hereafter called the 'slender-plate'.
As a model of the steel materials, the Young modulus is set at $E=200 \mathrm{GN} / \mathrm{m}^{2}$, and the Poisson ratio is $v=1 / 3$. The initial yield shear stress is specified by $\tau_{\mathrm{Y}}=140 \mathrm{MN} / \mathrm{m}^{2}$ with the hardening coefficient $H=0.25 \mathrm{MN} / \mathrm{m}^{2}$ which is smaller than the standard settings in order to accelerate non-homogeneous development of deformation.

The boundary conditions on the two ends at $x_{1}=0$ and $x_{1}=\ell$ are the same ${ }^{20}$ as those in the previous example, but the load is applied by specifying the displacement of one end. Other boundary conditions on the surfaces at $x_{2}=0$ and $x_{2}=t$ are set as follows:
The plane strain state can be approximately realized by constraining the displacements to the $x_{2}$-direction on both planes.

The plane stress condition can be approximately satisfied by making both planes free surfaces. Knowing that the plane stress state cannot be rigorously achieved by any experiments, we choose this setting which represents the situation of very thin plates. In the following numerical calculations, the magnitude of $\left|\sigma_{22}\right|$ is at most in the order of $10^{-6}$ times $\left|\sigma_{11}\right|$ as far as the deformation is almost uniform.
Furthermore, in order to trigger some non-uniform deformation, the following initial imperfections are introduced:
one-sided imperfection: The thickness near one corner of the loading edge is made small by changing the $x_{2}$ component of the coordinates of the node at $x_{1}=\ell, x_{2}=t$ and $x_{3}=h$ and its adjacent node at $x_{3}=h$ by $20 \%$. Its abbreviation is 'one-sided'.
both-sided imperfection: The thickness near both corners of the loading edge is made small. The $x_{2}$-component of the coordinates of the node at $x_{1}=\ell, x_{2}=t$ and $x_{3}=0$ and its adjacent node is also made small by $20 \%$ in addition to the one-sided imperfection above. Its abbreviation is 'both-sided'.
diagonal imperfection: The thickness near the central section of the opposite side is made small by $20 \%$ in addition to the one-sided imperfection above. The $x_{2}$-component of the node $x_{1}=\ell / 2, x_{2}=t$ and $x_{3}=0$ and its adjacent node at $x_{3}=0$ is made small. Its abbreviation is 'diagonal'.

Deformation history will be visualized by relations between the nominal stress $\sigma_{\mathrm{N}}$ and the engineering (extensional) strain $\epsilon$ defined by

$$
\begin{equation*}
\sigma_{\mathrm{N}} \equiv \frac{P}{h t}, \quad \epsilon \equiv \frac{U}{\ell}, \tag{10.247a,b}
\end{equation*}
$$

where $P$ is the sum of the reaction forces of all the nodes on the right end surface to the $x_{1}$-direction; and $U$ represents the given displacement to the $x_{1}$-direction of the same nodes. The number of negative diagonal elements of the tangent stiffness matrix after the LU decomposition is denoted by $n_{d}$ in order to check the stability of the state. The following colors are used in the contour expressions of the distribution of the effective (accumulated) plastic strain $\bar{\epsilon}^{\mathrm{p}}$.

Minimum $\square \square \square \square \square \square$ Maximum
Unless otherwise stated, the results using the Truesdell stress rate are shown.
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Fig. 10.30 Near peaks of nominal stress in plane strain state


Fig. 10.31 Post peaks of nominal stress in plane strain state

Plane Strain Tension: The deformation states of the specimen without initial imperfection near the peak of the nominal stress are shown in Fig. 10.30. Near $\epsilon=0.3 \%$, a small stress concentration develops near the fixed end, but some periodical deformations dominate afterwards. The periods seem to be first determined by $h$, and gradually become small. The number of the negative diagonal elements of the tangent stiffness matrix, $n_{d}$, becomes non-zero near this peak and changes according to the change of the pattern of periodicity.

The post-peak states are depicted in Fig. 10.31, where periodical patterns are gradually replaced by several straight stress concentration bands to the 45-degree orientation from the tensile axis. These bands may not be the localized slip bands evaluated by the criterion of the loss of ellipticity in Eq.(10.206) but correspond to the full development of periodical concentration. After the peak, $n_{d}$ returns to zero, and the patterns of concentration become similar to the localized bands frequently observed in many experiments. Finally, at $\epsilon=2.5 \%$, the global appearances of the specimen shown in the right-most figures indicate the necking deduced by the localized deformation. The well-known analytical research [30] states that the diffusive (periodical) deformation precedes the localized deformation given by Eq.(10.206), and the present numerical results confirm these analytical predictions. Incidentally, the effective plastic strain becomes significantly large because the hardening parameter $H$ is set relatively small.

On the other hand, Fig. 10.32 illustrates results of another hypoelastic model using the Jaumann rate of the Cauchy stress. It is quite interesting that the periodical pattern of Fig. 10.32 (f) differs from that at the previous step in Fig. 10.32 (e) and that in Fig. 10.30 (h) for the Truesdell case. Moreover, $n_{d}$ 's are larger than those in the Truesdell case, suggesting that the period of the pattern is relatively small in the Jaumann-rate case. These differences seem to result from the difference of the shear resistance between the two hypoelastic models.

The initial yield stress in this plane strain state is $\sigma_{\mathrm{Y}}=2 \tau_{\mathrm{Y}}=280 \mathrm{MN} / \mathrm{m}^{2}$ given by Eq.(9.155) as is clear from the stress-strain relation in Fig. 10.33. The hardening parameter is so small that the macroscopic softening occurs,


Fig. 10.32 Plane strain state using Jaumann rate of Cauchy stress


Fig. 10.33 Tension in plane strain state
but no bifurcation path is observed. In the case of the slender plate, to some extent, some difference emerges between the responses of the two hypoelastic models near $\epsilon=1 \%$. At more larger deformation near $\epsilon=2 \%$, the Truesdell model shows a single localized deformation only at the right edge as is shown in Fig. 10.31 (g), but Fig. 10.32 (g) of the Jaumann model shows one localization at the center. When this region analyzed is treated as a unit cell, the period of the localization is about $2 \ell$ for the Truesdell model, while it is about $\ell$ for the Jaumann model possibly resulting from the difference of the shear resistance of the two models. Although the response by the Truesdell model becomes softer than that by the Jaumann model in this plane strain case, the former becomes stiffer than the latter in the plane stress case explained later on.

The responses of the specimens with three types of initial imperfection are also depicted in Fig. 10.33. No matter which the imperfection is, the corresponding stress concentration makes the initial yielding earlier than that of the straight case. Especially, in the case of square plates, no negative diagonal element of the tangent stiffness matrix appears. Accordingly, no periodical deformation can be observed before the isolated localized deformation becomes clear, possibly because the initial imperfections suppress development of the periodical deformation. On the other hand, the slender plate experiences $n_{d}=1$ near $\epsilon \simeq 0.4 \%$ right after the peak only when the bothsided imperfection is given, but $n_{d}=0$ when the other imperfections are specified. The corresponding patterns of deformation are shown in Figs. 10.34~10.36. Only in the case of both-sided imperfection, we have $n_{d}=1$ because the periodical deformation appears in a small region near the imperfection. Eventually, the deformation patterns at $\epsilon=2.5 \%$ are almost the same as those of the straight specimens, while the maximum values of the effective plastic strain become quite large.


Fig. 10.34 with one-sided initial imperfection


Fig. 10.35 with both-sided initial imperfection


Fig. 10.36 with diagonal initial imperfection


Fig. 10.37 Compression in plane strain state

Plane Strain Compression: The same specimens are compressed by reversing the direction of the applied displacement on the right edge. The global resistance characteristics are shown in Fig. 10.37 revealing that the softenings are not so significant in comparison with the tensile cases. The periodical patterns of deformation also appear as is shown in Fig. 10.38, but the periods do not change in this case of the Truesdell model. The number of the negative diagonal elements of the tangent stiffness matrix is kept zero for the square plate, although the slender plate experiences $n_{d}=1$ in the states of periodical deformation. Eventually, at $\epsilon=2.5 \%$, clear isolated localized deformations develop and the neckings are observed.

Fig. 10.39 shows the distribution of the effective plastic strain in the slender plate when the Jaumann rate of the Cauchy stress is employed. Just like those in the previous case of tensile action, several different patterns of the periodical deformation develop following the loading steps, but the difference between the maximum and minimum effective plastic strains does not become so large. As is clear from comparison between Fig. 10.38 (g) and Fig. 10.39 (d), the period is smaller than that of the Truesdell model. Hence, $n_{d}$ becomes large for the Jaumann model. Furthermore, near $\epsilon=2.5 \%$, many isolated localized deformations develop. These are supposed to be results from the difference of the shearing constitutive characteristics of the two hypoelastic models. Although the macroscopic stress-strain behaviors are more or less the same, it is interesting that the microscopic deformation patterns become different,


Fig. 10.38 Compression in plane strain state


Fig. 10.39 Compression in plane strain state using Jaumann rate of Cauchy stress

Plane Stress Tension: One of the standard tensile tests can be simulated by a plate under the plane stress state. The development of the plastic deformation in the square plate is depicted in Fig. 10.40, where no necking occurs and the deformation is almost uniform up to $\epsilon=5 \%$ with small amount of periodical deformation. So is the case of another hypoelastic model with the Jaumann rate of the Cauchy stress. The necking and the periodical deformation become notable near $\epsilon=15 \%$ for the Truesdell model and near $\epsilon=20 \%$ for the Jaumann model. However, unlike the slender


Fig. 10.40 Straight cubic plate in plane stress state plates explained below, the magnitude of the periodical deformation remains small, and the necking becomes visible under much larger deformation.

On the other hand, as can be seen in Figs. 10.41 and 10.42 for the slender plates, the periodical deformations become significant only to the $x_{1}$-direction, and the localized large deformation and the necking can be visible near $\epsilon=5 \%$. However, any isolated bands of localized deformation cannot emerge, so that the necking occurs not by the shear band but by some Poisson's effect of the global deformation. The global stress-strain relations are given in Fig. 10.43. Since the plane stress state is one special type of the three-dimensional states, the initial yielding occurs at $\sigma_{\mathrm{Y}}=\sqrt{3} \tau_{\mathrm{Y}}=242 \mathrm{MN} / \mathrm{m}^{2}$ by Eq.(9.28). Unlike the plane strain state, right after the peak at the initial yielding, the softening occurs. The Truesdell model experiences large deformation near the center of the specimen at about $\epsilon=5 \%$. Again, treating this region a unit cell, we consider that the period of large deformation is about $\ell$ to the $x_{1}$-direction. When the Jaumann model is employed, the large deformation develops near the loading (right) edge, and the period may be considered to be about $2 \ell$. This difference of the periodical deformation between the two hypoelastic models may be caused by the difference of the global deformation after $\epsilon=4 \%$ in Fig. 10.43.

The effects of the initial imperfections are significant as can be seen in Fig. 10.44. For example, the both-sided


(b) $\epsilon=4.25 \%, \quad \bar{\epsilon}_{\mathrm{MAX}}^{\mathrm{p}}=8.36 \%$,

(c) $\epsilon=5.00 \%, \quad \bar{\epsilon}_{\mathrm{MAX}}^{\mathrm{p}}=20.8 \%$, $\bar{\epsilon}_{\mathrm{MIN}}^{\mathrm{p}}=6.65 \%, n_{d}=0$

(d) $\epsilon=5.00 \%, \quad \bar{\epsilon}_{\mathrm{MAX}}^{\mathrm{p}}=20.8 \%$, $\bar{\epsilon}_{\mathrm{MIN}}^{\mathrm{p}}=6.65 \%, n_{d}=0$

Fig. 10.42 Tension of model using Jaumann rate of Cauchy stress


Fig. 10.43 Tension in plane stress state


Fig. 10.44 Effect of initial imperfection
and diagonal cases undergo larger discrepancy between the maximum and minimum plastic deformations than the one-sided case; see the captions of Fig. 10.44. However, no localized band of deformation appears, and the necking simply represents the Poisson effect. Although the deformation patters are different from each other depending on the locations of the initial imperfection, the global behaviors in Fig. 10.43 shows more or less the same paths.

Since Fig. 10.41 (c) at $\epsilon=5 \%$ indicates that the effective plastic strain i.e. the shearing deformation becomes very large especially near the center of the specimen where many dislocations and any kinds of defects are supposed to accumulate. Then, we may ask how the average stress becomes in the same region. The distribution of the corresponding average stress $\sigma_{\text {AVE }}$ is given in Fig. 10.45 in which the


Fig. 10.45 Average stress magnitude of the stress is greater than $85 \mathrm{MN} / \mathrm{m}^{2}$ in the red region and is smaller than $75 \mathrm{MN} / \mathrm{m}^{2}$ in the purple region. Although the concentration is not significant at all, it can be expected that the ductile fractures such as the void creation and coalescence may also develop near this central region of the specimen.

No matter which hypoelastic model is employed, the global responses are more or less the same because the elastic deformation is very small in comparison with the plastic strain. However, as is clear from the previous several numerical simulations, the microscopic patterns of deformation become different depending on the choice of the elasticity; i.e. the characteristics of the localized deformation and the concentration of deformation which cause the ultimate fracture state vary to some extent, and are influenced by the elastic models.

## (3) How to predict Lüders Band?

In order to predict the orientation of the localized deformation in the perfectly-plastic body, Hill [29] used the characteristic Eq.(9.173) which evaluates the directions $\phi$ of the two slip lines, say, $\alpha$ - and $\beta$-lines. This criterion takes into account only the flow rule of the body and find the characteristic lines along which no volumetric deformation undergoes. We here employ this criterion, but substitute the numerically calculated stresses to predict the orientation of the shear bands. First, Eq.(9.173) can be modified in the framework of the finite deformation as follows: for example, on the $x_{1}-x_{3}$ plane, we have

$$
\begin{equation*}
d_{11} \cos ^{2} \phi+2 d_{13} \sin \phi \cos \phi+d_{13} \sin ^{2} \phi=0, \quad d_{11} \sin ^{2} \phi-2 d_{13} \sin \phi \cos \phi+d_{13} \cos ^{2} \phi=0 \tag{10.248a,b}
\end{equation*}
$$

and, furthermore, neglecting the elastic parts of deformation, we approximate the equation above as

$$
\begin{equation*}
d_{11}^{\mathrm{p}} \cos ^{2} \phi+2 d_{13}^{\mathrm{p}} \sin \phi \cos \phi+d_{13}^{\mathrm{p}} \sin ^{2} \phi=0, \quad d_{11}^{\mathrm{p}} \sin ^{2} \phi-2 d_{13}^{\mathrm{p}} \sin \phi \cos \phi+d_{13}^{\mathrm{p}} \cos ^{2} \phi=0 . \tag{10.249a,b}
\end{equation*}
$$

Substitution of the Prandtl-Reuss flow rule in Eq.(10.168) into this equation results in

$$
\begin{equation*}
\sigma_{11}^{\prime} \cos ^{2} \phi+2 \sigma_{13}^{\prime} \sin \phi \cos \phi+\sigma_{33}^{\prime} \sin ^{2} \phi=0, \quad \sigma_{11}^{\prime} \sin ^{2} \phi-2 \sigma_{13}^{\prime} \sin \phi \cos \phi+\sigma_{33}^{\prime} \cos ^{2} \phi=0 \tag{10.250a,b}
\end{equation*}
$$

Substituting the numerically evaluated stress $\boldsymbol{\sigma}$ obtained in the previous numerical calculations into Eq.(10.250), we obtain

$$
\begin{equation*}
x_{1}-x_{3} \text { plane: } \quad \tan \phi \simeq \pm 1.41, \pm \frac{1}{1.41}, \quad x_{1}-x_{2} \text { plane: } \quad \tan \phi \simeq 0, \pm \infty \tag{10.251a,b}
\end{equation*}
$$

near the initial yielding in the plane-strain tensile states. If the value 1.41 is replaced by $\sqrt{2}$, this estimate coincides with Hill's prediction. However, after the plastic region develops fully in much larger deformation states, this equation yields

$$
\begin{equation*}
x_{1}-x_{3} \text { plane: } \quad \tan \phi \simeq \pm 1, \quad x_{1}-x_{2} \text { plane: } \quad \tan \phi=\text { arbitrary } \tag{10.252a,b}
\end{equation*}
$$

i.e. the slip lines extend to the $\pm 45$ degrees from the tensile $x_{1}$-direction at least on the $x_{1}-x_{3}$ plane. The same results are obtained in the plane-strain compressed states. Therefore, on the $x_{1}-x_{3}$ plane in plane strain states, we can conclude as follows:

- When the plastic deformation develops fully in the entire region, the $\alpha$ and $\beta$ slip lines by the Hill criterion extend to $\pm 45$-degree directions from the tensile $x_{1}$ direction.
- Another criterion of Eq.(10.206) by the loss of ellipticity of the governing equation also predicts the same orientations when the hardening parameter is quite small in plane strain state as has been shown in Fig. 10.24 .
- This orientations coincide with the macroscopic maximum shear stress directions.
- The previous numerical simulations also indicate that the directions of the localized bands of the effective plastic strain are $\pm 45$-degree directions.

In general, the Lüders bands extend to approximately the 50-degree direction which is consistent with the solution above by Eq.(10.251) near the initial yielding. It may be interesting that the numerical two-dimensional simulation [39] using the Asaro model [2] shows that the orientations of the slip lines are about 44 degrees in almost ultimate state.

On the other hand, in the case of the plane-strain compression, substitution of the numerically obtained stresses $\sigma$ leads to on the both $x_{1}-x_{3}$ and $x_{1}-x_{2}$ planes

$$
\begin{equation*}
\tan \phi \simeq \pm 1.73, \pm \frac{1}{1.73}, \quad 1.73 \simeq \sqrt{3} \quad \rightarrow \quad \phi \simeq \pm 60 \text { degrees, } \pm 30 \text { degrees } \tag{10.253}
\end{equation*}
$$

near the initial yielding. For largely deformed state, we have

$$
\begin{equation*}
\tan \phi \simeq \pm 1.41, \pm \frac{1}{1.41}, \quad 1.41 \simeq \sqrt{2} \quad \rightarrow \quad \phi \simeq \pm 54.7 \text { degrees, } \pm 35.3 \text { degrees } \tag{10.254}
\end{equation*}
$$

which coincide with the results by Hill [29], although the previous numerical simulations do not show any bands of localized deformation.


Fig. 10.46 Unloading and loading of slender plate in plane strain state

Influence of Hardening Coefficient: In the numerical simulations above, we specify very small hardening coefficients so that the global behaviors show softening. When we set $H=25 \mathrm{MN} / \mathrm{m}^{2}$ which is one hundred times larger than the previous value, the global resistance still has softening to some extent, but only the periodical patterns of deformation appear even at $\epsilon=2.5 \%$ with relatively small amplitude just like that in Fig. 10.30 (c). Furthermore, when we use $H=250 \mathrm{MN} / \mathrm{m}^{2}$ which may be frequently employed by many researches; i.e. $1 / 1000$-th of the Young modulus, the macroscopic resistance show no softening, and we obtain only the homogeneous deformation without any localizations. On the other hand, in the plane stress cases, we observe some localization like that at $\epsilon=2.5 \%$ when $H=25 \mathrm{MN} / \mathrm{m}^{2}$. However, for $H=250 \mathrm{MN} / \mathrm{m}^{2}$, no localization appears. These results are consistent with the conclusions in Fig. 10.24. Namely, the larger the hardening coefficient becomes, the larger the stress level is needed for the incipience of the localization. Well, then, we may ask why the Lüders bands are observed in the standard tensile tests, and how we can predict such phenomena.

## (4) Unloading Cases

In order to simulate the unloading processes, we apply an alternating load to a cantilever beam. The boundary conditions of the slender plate employed in the previous sections are slightly changed. All the nodes on the leftmost surface are fixed in all the directions, and the two nodes at $x_{1}=\ell, x_{3}=h / 2$ and $x_{2}=0, t$ are forced to displace to the $\pm x_{3}$-directions. Since other conditions are the same as those in the plane strain state, the initial yield stress is specified by $\sigma_{\mathrm{Y}}=2 \tau_{\mathrm{Y}}$, and the following parameters are used to illustrate the numerical results:

$$
\begin{equation*}
w \equiv \frac{W}{h}, \quad p \equiv \frac{P}{P_{\mathrm{Y}}}, \quad P_{\mathrm{Y}} \equiv \frac{M_{\mathrm{Y}}}{\ell}, \quad M_{\mathrm{Y}} \equiv \frac{h^{2} t}{6} \sigma_{\mathrm{Y}} \tag{10.255a,b,c,d}
\end{equation*}
$$

where $W$ and $P$ are the specified displacement and the sum of the corresponding reaction forces to the $x_{3}$-direction respectively.

Up to the state at $w \simeq 0.0055$, the normal stress $\sigma_{11}$ on the upper and lower surfaces of the fixed left end gradually increases and reaches the yield stress. However, in the state shown in Fig. 10.46 (a), large shear deformation starts to be localized in the region near the loading points on the right end surface. This kind of localization does not develop when the hardening coefficient is large as will be explained later on. Eventually, large plastic deformation is concentrated only in the right half of the beam. At $w=0.25$, the specified displacement is reversed to the upper direction, but the plastic region in the right half part does not undergo the unloading process. On the other hand, large plastic region begins to develop only in the left half of the beam. Finally at $w=-0.25$, the deformed configuration is compared with that at $w=0.25$ in Fig. 10.46 (e), and the global resisting characteristics are shown in Fig. 10.47. Since the plastic deformation after the reverse of loading develops only in the left half of the beam, the reaction force $p$ cannot reach -1 when the global reac-


Fig. 10.47 Alternating bending of slender plate in plane strain state


Fig. 10.48 Effect of hardening coefficient


Fig. 10.49 With large hardening as $H=250 \mathrm{MN} / \mathrm{m}^{2}$


Fig. 10.50 With small hardening as $H=0.25 \mathrm{MN} / \mathrm{m}^{2}$; $w=0.5$
tion starts to show yielding. The two hypoelastic models show more or less the same response, and the diagonal elements of the tangent stiffness matrix remain positive.

When a large hardening coefficient is set at $H=250 \mathrm{MN} / \mathrm{m}^{2}$, the global response is shown by the solid curve in Fig. 10.48. The plastic deformation develops as is shown in Fig. 10.49, and we can clearly see that no concentration of the plastic deformation appears near the loading points. Although the microscopic constitutive law specifies the isotropic hardening, ${ }^{21}$ the macroscopic resistance shows the kinematic hardening. For this large hardening coefficient case, results are not dependent on the magnitude of the incremental displacement as far as $\Delta W \leq 0.05 \mathrm{~mm}$. However, for the small coefficient, the global property depends on the magnitude of the incremental displacement as are shown in Fig. 10.48. Two typical corresponding plastic deformation patterns are also shown in Fig. 10.50, where the region undergoing the large plastic deformation becomes closer to the loading points as the incremental displacement is small. The rather soft resistance may result in such mesh-dependent property.


Fig. 10.51 Lateral buckling behavior of thin plate and deformed state at $w=0.5 ; \bar{\epsilon}_{\text {MAX }}^{\mathrm{p}}=19.2 \%, \bar{\epsilon}_{\mathrm{MiN}}^{\mathrm{p}}=0.0255 \%$

## (5) Three-Dimensional Examples

As a three-dimensional example, we here simulate the lateral-torsional buckling of a thin plate. The same specimen and the boundary conditions employed in the previous section are used, but it is replaced by the plane-stress slender

[^32]plate. The loading is given by specifying the displacement $W$ to the $x_{3}$-direction at one point of $x_{1}=\ell, x_{2}=t$ and $x_{3}=h / 2$. It should be noted that no warping effect is taken into account, because only two elements are used to the $x_{2}$-direction. Since the three-dimensional settings are used, the initial yield stress is given by $\sigma_{\mathrm{Y}}=\sqrt{3} \tau_{\mathrm{Y}}$. In the following global responses, no clear bifurcation has been observed, because the loading is not symmetric with respect to the central $x_{1}-x_{3}$ plane of the thickness at $x_{2}=t / 2$; i.e. this non-symmetry acts as an initial imperfection.

The macroscopic responses and the deformed state at $w=0.5$ are depicted in Fig. 10.51. The lateral distortion occurs before $p=1$. Also, the plastic deformation develops in the middle portion of the specimen as is shown in Fig. 10.52, before the plastic moment is achieved at the fixed end. In the small inset of Fig. 10.51, the elastic responses are shown for the comparison purposes, and the post-buckling behavior remains stable. This figure indicates that the lateral-torsional elastic buckling starts near $p=10$ or $P \simeq 65 \mathrm{kN}$, so that the elastoplastic lateral distortion occurs $1 / 10$ times the elastic buckling level, and the softening behavior is observed macroscopically. Even when $H=250 \mathrm{MN} / \mathrm{m}^{2}$, the softening starts slightly after the temporary hardening near the initial yielding state. However, as is shown in Fig. 10.53, the pattern of the plastic deformation be-


Fig. 10.52 Right after yielding; $\bar{\epsilon}_{\text {MIN }}^{\mathrm{p}}=0 \%$


Fig. 10.53 With large hardening as $H=250 \mathrm{MN} / \mathrm{m}^{2}$, $w=0.5, \bar{\epsilon}_{\mathrm{MAX}}^{\mathrm{p}}=11.1 \%, \bar{\epsilon}_{\mathrm{MIN}}^{\mathrm{p}}=0.0621 \%$ comes quite different from that in the case with the small hardening coefficient $H=0.25 \mathrm{MN} / \mathrm{m}^{2}$, and again, the region of the large plastic deformation gets close to the fixed end. The differences between the hypoelastic models chosen are not so significant. Also, the diagonal elements of the tangent stiffness matrix remain positive in all the cases.

## Appendix A

## Timoshenko Beam Theory

## A. 1 Governing Equations

## A.1.1 Kinematics and Stress Resultants

In Chap. 3, the so-called Bernoulli-Euler beam theory has been formulated, in which a cross-section is kept normal to the beam axis; i.e. the shear deformation has been neglected as an assumption. Within the kinematics assumed there, the shear stress is derived from equilibrium condition with the normal bending stress, and shows a parabolic distribution as has been shown in Sec. 3.6.1. Also, the result is consistent with the solution in Eq.(2.199b) in the framework of planeproblems of elastic bodies. We here introduce another classical beam theory which takes the effect of shear deformation of the beam into account from the beginning of the formulation. Namely, the normality condition of the cross-section to the beam axis will be relaxed. Incidentally, a matrix is denoted by a boldface character in this chapter.

It is called the Timoshenko beam theory which assumes a uniform shear deformation. Therefore, instead of using Eq.(3.2) for the kinematics of beams, we assume

$$
\begin{equation*}
2 \epsilon_{x z}(x, z)=\gamma(x) . \tag{A.1}
\end{equation*}
$$

However, the shear deformation at the top and bottom of a cross-section must be zero because no shearing force is applied on the top and bottom surfaces of the beam. Therefore, this assumption cannot be physically acceptable. Namely, in reality, $\epsilon_{x z}$ must be a function of $z$ as well just like the parabolic distribution obtained in the Ber-noulli-Euler beam theory and Eq.(2.199b). But, we know that the shear deformation is a secondary quantity in comparison with the bending deformation as long as the beam is long and slender enough as has been shown in Fig. 3.4. Moreover, we can compensate unrealistic distribution of shear deformation due to the assumption of kinematics by introducing another parameter $k_{\mathrm{T}}$ explained later on.

Fig. A. 1 depicts the assumption of the kinematics above. As is clear from this figure, the displacement components in the $x$ - and $z$-directions can be given by

$$
\begin{equation*}
u_{x}(x, z)=u(x)+z \vartheta(x), \quad u_{z}(x, z)=w(x), \tag{A.2a,b}
\end{equation*}
$$

in infinitesimal displacements instead of Eq.(3.3), where $\vartheta(x)$ expresses not the slope but the rotation of the crosssection. Using the definition of the strain in Eq.(2.6), substitution of Eq.(A.2) into Eq.(A.1) leads to

$$
\begin{equation*}
2 \epsilon_{x z}(x, z)=\vartheta(x)+w^{\prime}(x)=\gamma(x) \quad \rightarrow \quad \vartheta=-w^{\prime}+\gamma, \tag{A.3}
\end{equation*}
$$

where a prime denotes the differentiation with respect to $x$. Namely, the rotation $\vartheta$ corresponding to $\theta$ in Eq.(3.4) is not equal to the slope $-w^{\prime}$ but has a difference by $\gamma$ due to the shear deformation. Hence, the extension can be
expressed as

$$
\begin{equation*}
\epsilon_{x x}(x, y, z)=u^{\prime}+z \vartheta^{\prime}=u^{\prime}+z\left(\gamma^{\prime}-w^{\prime \prime}\right) \tag{A.4}
\end{equation*}
$$

We set that the normal stress obeys the one-dimensional Hooke law in Eq. (2.183a), and that the shear stress satisfies Hooke's law in Eq.(2.46). Substituting the strain components assumed above into these Hooke's laws, we have relations as

$$
\begin{equation*}
\sigma_{x x}=E \epsilon_{x x}=E\left\{u^{\prime}+z\left(\gamma^{\prime}-w^{\prime \prime}\right)\right\}, \quad \sigma_{x z}=2 G \epsilon_{x z}=G \gamma \tag{A.5a,b}
\end{equation*}
$$

where $E$ and $G$ are the Young modulus and the shear modulus respectively. When the $x$ axis is set to lie through the centroid of the cross-section, the corresponding stress resultants can be defined by

$$
\begin{equation*}
N(x) \equiv \int_{A} \sigma_{x x} \mathrm{~d} A=E A u^{\prime}, \quad M(x) \equiv \int_{A} z \sigma_{x x} \mathrm{~d} A=E I\left(\gamma^{\prime}-w^{\prime \prime}\right)=E I \vartheta^{\prime}, \quad V(x) \equiv \int_{A} \sigma_{x z} \mathrm{~d} A=G k_{\mathrm{T}} A \gamma \tag{A.6a,b,c}
\end{equation*}
$$

where the material is assumed to be homogeneous. Also, for simplicity, the cross-section is assumed to be uniform along the axis of the beam. Note that the coefficient $k_{\mathrm{T}}$ must be unity if we use the definition of the shear force in Eq.(A.6c). However, this coefficient $k_{\mathrm{T}}$ is introduced in order to compensate an unexpected situation due to the assumed uniform shear deformation $\gamma(x)$ on a cross-section, and is an important parameter defined by the shape of the cross-section and Poisson's ratio [11]. For example, we have

$$
\begin{equation*}
k_{\mathrm{T}}(\text { circular section })=\frac{6(1+v)}{7+6 v}, \quad k_{\mathrm{T}}(\text { rectangular section })=\frac{10(1+v)}{12+11 v} \tag{A.7a,b}
\end{equation*}
$$

Note that this parameter has nothing to do with the coefficient representing ratio of the maximum and average shear stresses defined in Sec. 3.6.1 (1); e.g. it is $3 / 2$ for a rectangular section.

## A.1.2 Equilibrium Equations and Boundary Conditions

We can formulate the equilibrium equation and the boundary condition through the virtual work principle in threedimensions by using the kinematics above just like the process explained in Sec. 3.9. From Eqs.(A.2), (A.3) and (A.4), the corresponding variations of kinematics are expressed as

$$
\delta u_{x}=\delta u+z \delta \vartheta, \quad \delta u_{z}=\delta w, \quad \delta \epsilon_{x x}=\delta u^{\prime}+z \delta \vartheta^{\prime}, \quad 2 \delta \epsilon_{x z}=\delta \vartheta+\delta w^{\prime}
$$

Since the shearing component must be included in the Timoshenko beam, we can write the internal virtual work as

$$
(\mathrm{IVW}) \equiv \int_{V}\left(\sigma_{x x} \delta \epsilon_{x x}+2 \sigma_{x z} \delta \epsilon_{x z}\right) \mathrm{d} V=\int_{0}^{\ell}\left\{\int_{A} \sigma_{x x}\left(\delta u^{\prime}+z \delta \vartheta^{\prime}\right)+\sigma_{x z}\left(\delta \vartheta+\delta w^{\prime}\right)\right\} \mathrm{d} A \mathrm{~d} x
$$

after substituting the variations above. Replacing the integrals of stress components on a cross-section by the stress resultants defined in Eq.(A.6), we can rewrite this work as

$$
(\mathrm{IVW})=\int_{0}^{\ell}\left\{N \delta u^{\prime}+M \delta \vartheta^{\prime}+V\left(\delta \vartheta+\delta w^{\prime}\right)\right\} \mathrm{d} x
$$

Then, its integration by parts leads to the following expression;

$$
(\mathrm{IVW})=\left.[N \delta u+M \delta \vartheta+V \delta w]\right|_{0} ^{\ell}-\int_{0}^{\ell}\left\{N^{\prime} \delta u+\left(M^{\prime}-V\right) \delta \vartheta+V^{\prime} \delta w\right\} \mathrm{d} x
$$

Eventually, using the symbol defined in Eq.(3.26), we can express the internal virtual work as

$$
\begin{equation*}
(\mathrm{IVW})=\left.n_{i}[N \delta u+M \delta \vartheta+V \delta w]\right|_{x=0, \ell}-\int_{0}^{\ell}\left\{N^{\prime} \delta u+\left(M^{\prime}-V\right) \delta \vartheta+V^{\prime} \delta w\right\} \mathrm{d} x \tag{A.8}
\end{equation*}
$$

As for the virtual works by the body forces and the surface tractions, we can directly use the same expressions for the Bernoulli-Euler beam after replacing the slope $-w^{\prime}$ by the rotation $\vartheta$, and they are

$$
\begin{equation*}
\int_{0}^{\ell}(p \delta u+m \delta \vartheta+q \delta w) \mathrm{d} x,\left.\quad\left[F_{i} \delta u+C_{i} \delta \vartheta+S_{i} \delta w\right]\right|_{x=0, \ell} \tag{A.9a,b}
\end{equation*}
$$

Combining Eqs.(A.8) and (A.9), we obtain the virtual work equation of the Timoshenko beam as follows;

$$
\begin{align*}
& {\left.\left[\left(n_{i} N-F_{i}\right) \delta u+\left(n_{i} V-S_{i}\right) \delta w+\left(n_{i} M-C_{i}\right) \delta \vartheta\right]\right|_{x=0, \ell}} \\
& \quad-\int_{0}^{\ell}\left[\left(N^{\prime}+p\right) \delta u+\left(M^{\prime}-V+m\right) \delta \vartheta+\left(V^{\prime}+q\right) \delta w\right] \mathrm{d} x=0 . \tag{A.10}
\end{align*}
$$

From the second line of the virtual work Eq.(A.10), the equilibrium equations in terms of the stress resultants are

$$
\begin{equation*}
N^{\prime}+p=0, \quad V^{\prime}+q=0, \quad M^{\prime}-V+m=0 \tag{A.11a,b,c}
\end{equation*}
$$

Hereafter, the distributed moment $m$ will be neglected for simplicity. Also, the boundary conditions are obtained from the first line of the virtual work Eq.(A.10) as

$$
\begin{equation*}
\left\{u=u_{i} \quad \text { or } \quad n_{i} N=F_{i}\right\}, \quad\left\{w=w_{i} \quad \text { or } \quad n_{i} V=S_{i}\right\}, \quad\left\{\vartheta=\vartheta_{i} \quad \text { or } \quad n_{i} M=C_{i}\right\}, \tag{A.12a,b,c}
\end{equation*}
$$

where $u_{i}, w_{i}$ and $\vartheta_{i}$ are the displacement components specified at the boundary. Except the rotational boundary condition in Eq.(A.12c), these are identical with those of the Bernoulli-Euler beam given by Eq.(3.25). But, because of the shear deformation, the slope $-w^{\prime}$ is not generally continuous at a loading point of midspan, but the rotation of the cross-section $\vartheta$ must be continuous. So that the rotation instead of the slope must be specified in the rotational boundary condition of Eq.(A.12c).

## A.1.3 Governing Equations in terms of Displacement

As has been shown in the previous section, the governing equations in the axial direction are the same as those of the elementary beam theory and independent of the bending parts. Therefore, only the governing equations for bending are examined hereafter. In order to solve statically indeterminate systems, we need to express the governing equations in terms of the deflection $w(x)$. To that end, substituting Eq.(A.6) into Eqs.(A.11) and (A.12), and eliminating $\gamma$ and $\vartheta$ by Eq.(A.3), we can write the equilibrium equation as

$$
\begin{equation*}
-E I w^{\prime \prime \prime \prime}+q-\bar{\alpha}_{\mathrm{T}} q^{\prime \prime}=0 \tag{A.13}
\end{equation*}
$$

and the boundary condition Eq.(A.12) becomes

$$
\begin{align*}
& w=w_{i} \quad \text { or } \quad n_{i}\left\{-E I w^{\prime \prime \prime}-\bar{\alpha}_{\mathrm{T}} q^{\prime}\right\}=S_{i}  \tag{A.14a}\\
&-w^{\prime}-\bar{\alpha}_{\mathrm{T}}\left(w^{\prime \prime \prime}+\bar{\alpha}_{\mathrm{T}} \frac{q^{\prime}}{E I}\right)=\vartheta_{i} \quad \text { or } \quad n_{i}\left\{-E I w^{\prime \prime}-\bar{\alpha}_{\mathrm{T}} q\right\}=C_{i} \tag{A.14b}
\end{align*}
$$

where the following parameters are introduced;

$$
\begin{equation*}
\bar{\alpha}_{\mathrm{T}} \equiv \frac{E I}{G k_{\mathrm{T}} A}=\ell^{2} \alpha_{\mathrm{T}}, \quad \alpha_{\mathrm{T}} \equiv \frac{E}{G\left(\lambda_{\mathrm{T}}\right)^{2}}, \quad \lambda_{\mathrm{T}} \equiv \frac{\ell}{\sqrt{I /\left(k_{\mathrm{T}} A\right)}} . \tag{A.15a,b,c}
\end{equation*}
$$

The parameter $\lambda_{\mathrm{T}}$ represents a slenderness of the Timoshenko beam; i.e. one kind of the slenderness ratio. When $G \rightarrow \infty$; i.e. if the shear deformation can be neglected, we have $\alpha_{\mathrm{T}} \rightarrow 0$ and $\bar{\alpha}_{\mathrm{T}} \rightarrow 0$, and all the governing equations coincide with those of the elementary beam theory.

A solution of the deflection at the center of the span of a simply supported beam is given in Eq.(3.88). The corresponding deflection of the left span can be obtained as

$$
\begin{equation*}
w(x)=-\frac{P}{12 E I} x^{3}+\frac{P \ell^{2}}{16 E I} x+\frac{P}{2 G k_{\mathrm{T}} A} x \tag{A.16}
\end{equation*}
$$

In this case, since the shear deformation $\gamma(x)$ is

$$
\begin{equation*}
\gamma(x)=\frac{P}{2 G k_{\mathrm{T}} A} \tag{A.17}
\end{equation*}
$$

the third term of the equation above apparently represents the shearing component, while the first and second terms are the solutions of the Bernoulli-Euler beam. In another case of the simply supported beam subjected to a uniformly distributed force $q$, the deflection is obtained as

$$
\begin{equation*}
w(x)=\frac{q}{24 E I} x(x-\ell)\left(x^{2}-\ell x-\ell^{2}\right)+\frac{q}{2 G k_{\mathrm{T}} A} x(\ell-x) . \tag{A.18}
\end{equation*}
$$

Since the corresponding shear deformation is also obtained as

$$
\begin{equation*}
\gamma(x)=-\frac{q}{G k_{\mathrm{T}} A}\left(x-\frac{\ell}{2}\right), \tag{A.19}
\end{equation*}
$$

the deflection component due to the shear deformation $w_{\text {shear }}(x)$ can be estimated by

$$
\begin{equation*}
w_{\text {shear }}(x)=\int_{0}^{x} \gamma(\xi) \mathrm{d} \xi \tag{A.20}
\end{equation*}
$$

and substitution of Eq.(A.19) into Eq.(A.20) of course results in the second term of Eq.(A.18).
Let us examine a fixed beam subjected to a concentrated load $P$ at the center as an example of the statically indeterminate beam. The deflection in the left span is obtained as

$$
\begin{equation*}
w(x)=-\frac{P}{12 E I} x^{3}+\frac{P \ell}{16 E I} x^{2}+\frac{P}{2 G k_{\mathrm{T}} A} x . \tag{A.21}
\end{equation*}
$$

In this case, since the shear deformation $\gamma(x)$ becomes the same as that of the simple beam, the third term is the component $w_{\text {shear }}(x)$ due to shear deformation. Also, application of an uniformly distributed load $q$ yields the deflection as

$$
\begin{equation*}
w(x)=\frac{q}{24 E I} x^{2}(\ell-x)^{2}+\frac{q}{2 G k_{\mathrm{T}} A} x(\ell-x), \tag{A.22}
\end{equation*}
$$

where the first term is the solution of the Bernoulli-Euler beam due to bending, and the second term is $w_{\text {shear }}(x)$.
On the other hand, when the right end of the fixed beam is forced to deflect by the amount of $\Delta$, the deflection is obtained as

$$
\begin{equation*}
w(x)=\Delta \frac{1}{\ell^{3}} x^{2}(3 \ell-2 x)+\Delta \frac{12 \alpha_{\mathrm{T}}}{\ell^{3}\left(1+12 \alpha_{\mathrm{T}}\right)} x(\ell-2 x)(\ell-x) . \tag{A.23}
\end{equation*}
$$

Note that the deflection due to shearing becomes zero at the both ends and center, because the shear deformation and the shear force become constant as is expressed by

$$
\begin{equation*}
\gamma=\frac{12 \alpha_{\mathrm{T}} \Delta}{\ell\left(1+12 \alpha_{\mathrm{T}}\right)}, \quad V=\frac{12 E I \Delta}{\ell^{3}\left(1+12 \alpha_{\mathrm{T}}\right)}=\frac{12 E I \Delta}{\ell^{3}}\left(1-\frac{12 \alpha_{\mathrm{T}}}{1+12 \alpha_{\mathrm{T}}}\right) . \tag{A.24a,b}
\end{equation*}
$$

Again, the total deflection can be decomposed into the bending and shear parts as before. However, the effect of the shear deformation is represented not by a simple parameter $\alpha_{\mathrm{T}}$ but by a complicated coefficient as ${ }^{12 \alpha_{\mathrm{T}}} /\left(1+12 \alpha_{\mathrm{T}}\right)$. This coefficient will appear in the finite element later on.

## A. 2 Virtual Work Equation and Stiffness Equations

## A.2.1 Virtual Work Equation

A basic weak form corresponding to the equilibrium Eq.(A.11) can be expressed by

$$
0=-\int_{0}^{\ell}\left\{\delta w\left(V^{\prime}+q\right)+\delta \vartheta\left(M^{\prime}-V\right)\right\} \mathrm{d} x
$$

Integration by parts can take the boundary condition of Eq.(A.12) into account to obtain

$$
0=\int_{0}^{\ell}\left\{V \delta\left(\vartheta+w^{\prime}\right)+M \delta \vartheta^{\prime}\right\} \mathrm{d} x-\int_{0}^{\ell} q \delta w \mathrm{~d} x-\left[S_{1} \delta w_{1}+C_{1} \delta \vartheta_{1}+S_{2} \delta w_{2}+C_{2} \delta \vartheta_{2}\right] .
$$

Considering Eq.(A.3), we substitute Eq.(A.5) into the equation above, and the final form of the virtual work equation is obtained as

$$
\begin{equation*}
\int_{0}^{\ell}\left\{G k_{\mathrm{T}} A \gamma \delta \gamma+E I \vartheta^{\prime} \delta \vartheta^{\prime}\right\} \mathrm{d} x-\int_{0}^{\ell} q \delta w \mathrm{~d} x-\left[S_{1} \delta w_{1}+C_{1} \delta \vartheta_{1}+S_{2} \delta w_{2}+C_{2} \delta \vartheta_{2}\right]=0 . \tag{A.25}
\end{equation*}
$$

This derivation is a reversed process of the formulation in Sec. A.1.2. Or, substitution of Eq.(A.3) leads to another form of the internal virtual work as

$$
\begin{equation*}
\int_{0}^{\ell}\left\{G k_{\mathrm{T}} A \gamma \delta \gamma+E I\left(-w^{\prime \prime}+\gamma^{\prime}\right) \delta\left(-w^{\prime \prime}+\gamma^{\prime}\right)\right\} \mathrm{d} x \tag{A.26}
\end{equation*}
$$

## A.2.2 Stiffness Equations

## (1) Lowest Order Elements

On the basis of Eq.(A.25), displacement functions can be simply assumed as follows; $\gamma$ is set at constant, and $\vartheta$ is given by a first order polynomial. Therefore, the corresponding deflection $w$ is expressed by a second order polynomial from Eq.(A.3). Hence, four unknown coefficients are needed to express $\gamma$ and $w$ and are related to the four kinematical quantities $w_{i}$ and $\vartheta_{i}$, so that the continuity conditions between adjacent elements can be secured. However, this choice of the displacement functions leads to a situation that the second term $\gamma^{\prime}$ of the integrand vanishes in another expression of the internal virtual work Eq.(A.26). This contradiction can be avoided by assuming $\gamma$ by a first order polynomial, but it needs another unknown coefficient and results in cumbersome deduction of a finite element as will be formulated in the next section. On the other hand, since the second term of the integrand of Eq.(A.26) represents the bending property in which the contribution of $\gamma$ may be considered to have secondary effect, we may employ this simplest displacement functions as the lowest order approximation and set

$$
\gamma(x)=\frac{w_{2}-w_{1}}{\ell}+\frac{\vartheta_{1}+\vartheta_{2}}{2}, \quad w(x)=\left(1-\frac{x}{\ell}\right) w_{1}+\frac{x(x-\ell)}{2 \ell} \vartheta_{1}+\frac{x}{\ell} w_{2}+\frac{x(\ell-x)}{2 \ell} \vartheta_{2} .
$$

Substitution of these functions into Eq.(A.26) yields the corresponding stiffness matrix as

$$
\left(\begin{array}{ccc}
\frac{G k_{\mathrm{T}} A}{\ell} & -\frac{G k_{\mathrm{T}} A}{2} & -\frac{G k_{\mathrm{T}} A}{\ell}  \tag{A.27}\\
& \left(\frac{E I}{\ell}+\frac{G k_{\mathrm{T}} A \ell}{4}\right) & \frac{G k_{\mathrm{T}} A}{2} \\
& \frac{G k_{\mathrm{T}} A}{2} \\
\text { Symm. } & \left.-\frac{E I}{\ell}+\frac{G k_{\mathrm{T}} A \ell}{4}\right) \\
\text { Sy } & \frac{G k_{\mathrm{T}} A}{2} \\
& & \left(\frac{E I}{\ell}+\frac{G k_{\mathrm{T}} A \ell}{4}\right)
\end{array}\right)
$$

Although the Timoshenko beam theory is one kind of improvement of the Bernoulli-Euler beam theory, this matrix in Eq.(A.27) does not converge to the stiffness matrix in Eq.(4.25) when $G \rightarrow \infty$. Also, too many elements are needed in finite element calculation using Eq.(A.27); i.e. the rate of convergence is very low, but we can show that a finite element solution converges to the corresponding exact solution [33].

## (2) Higher Order Element - the Appropriate Element

It is obvious that the strong form Eq.(A.13) in terms of the deflection has the fourth-order derivative of $w$, and that the solution may be a polynomial of at least the third order depending on $q$. So that, we here assume that $\gamma$ is set at constant for the time being, and we employ that

$$
\begin{align*}
\gamma(x) & =\gamma_{0}  \tag{A.28a}\\
w(x) & =w_{1} \psi_{1}(x)-w^{\prime} \psi_{2}(x)+w_{2} \psi_{3}(x)-w_{2}^{\prime} \psi_{4}(x)=w_{1} \psi_{1}+\left(\vartheta_{1}-\gamma_{0}\right) \psi_{2}+w_{2} \psi_{3}+\left(\vartheta_{2}-\gamma_{0}\right) \psi_{4} \\
& =w_{1} \psi_{1}(x)+\vartheta_{1} \psi_{2}(x)+w_{2} \psi_{3}(x)+\vartheta_{2} \psi_{4}(x)+\gamma_{0} \psi_{5}(x) \tag{A.28b}
\end{align*}
$$

where $\psi_{n}$ 's are the displacement functions defined in Eq.(4.22), and an additional function

$$
\psi_{5}(x) \equiv-\psi_{2}(x)-\psi_{4}(x)=x-3 \frac{x^{2}}{\ell}+2 \frac{x^{3}}{\ell^{2}}
$$

is introduced through Eq.(A.3).
It is true that $\gamma^{\prime}$ again vanishes in Eq.(A.26), but $\gamma_{0}$ is included in the displacement function of $w$ in Eq.(A.28b). Hence, we can expect that the shearing effect can be taken into account to some extent. And, it is quite interesting that the resulting stiffness equation becomes the same even when a first order polynomial is employed for $\gamma$.

Substitution of Eq.(A.28) into Eq.(A.25) results in the element stiffness equation as

$$
\left.\left\{\begin{array}{c}
S_{1}  \tag{*}\\
C_{1} \\
S_{2} \\
C_{2} \\
0
\end{array}\right\}+\left\{\begin{array}{c}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4} \\
q_{5}
\end{array}\right\}=\left(\begin{array}{lll}
\left(\begin{array}{lll} 
& & \\
& \boldsymbol{k}_{b} & \\
\lfloor & \boldsymbol{h}^{\mathrm{T}} & \rfloor
\end{array}\right. & \begin{array}{l} 
\\
h_{5}
\end{array}
\end{array}\right\}\right)\left\{\begin{array}{c}
w_{1} \\
\vartheta_{1} \\
w_{2} \\
\vartheta_{2} \\
\gamma_{0}
\end{array}\right\}
$$

where $\boldsymbol{k}_{b}$ is the stiffness matrix in Eq.(4.23a) and (4.25), and $q_{i}$ 's $(i=1 \sim 4)$ are the equivalent nodal forces defined in Eq.(4.23b). Explicit expressions of $h_{5}$ and $\boldsymbol{h}$ are given in reference [33], and we set

$$
\begin{align*}
\boldsymbol{h} & \equiv\left\lfloor\begin{array}{llll}
h_{1} & h_{2} & h_{3} & \left.h_{4}\right\rfloor^{\mathrm{T}}, \quad q_{5} \equiv \int_{0}^{\ell} q \psi_{5} \mathrm{~d} x, \\
h_{n} & \equiv E I \int_{0}^{\ell} \psi_{n}^{\prime \prime} \psi_{5}^{\prime \prime} \mathrm{d} x \quad(n=1,2,3,4), \quad h_{5} \equiv G k_{\mathrm{T}} A \ell+\int_{0}^{\ell} E I\left(\psi_{5}^{\prime \prime}\right)^{2} \mathrm{~d} x,
\end{array}\right. \tag{A.29a,b}
\end{align*}
$$

where $q_{5}$ becomes zero under the uniformly distributed loading. The left-hand side of the fifth line of the stiffness Eq.(*) is zero, because there is no force component corresponding to the internal shear deformation $\gamma$ in the boundary condition and in the external virtual work term in Eq.(A.25). Therefore, this fifth equation holds only within each finite element, and is a kind of constraint condition on the freedom $\gamma_{0}$. In other words, since the boundary condition of Eq.(A.12) does not require continuity of $\gamma$ across the adjacent elements, this freedom $\gamma_{0}$ must be eliminated in the element stiffness Eq.(*) before assemblage of elements. From this fifth equation, we have

$$
\begin{equation*}
\gamma_{0}=\frac{q_{5}-\boldsymbol{h}^{\mathrm{T}} \boldsymbol{v}}{h_{5}} \tag{**}
\end{equation*}
$$

where, for convenience, we put

$$
\boldsymbol{v} \equiv\left\lfloor w_{1} \quad \vartheta_{1} \quad w_{2} \quad \vartheta_{2}\right\rfloor^{\mathrm{T}} .
$$

Substitution of Eq. (**) into the right-hand side of the other four equations of Eq.(*) leads to

$$
\left\{\begin{array}{l}
S_{1} \\
C_{1} \\
S_{2} \\
C_{2}
\end{array}\right\}+\left\{\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right\}=\boldsymbol{k} \boldsymbol{v}+\boldsymbol{h} \gamma_{0}=\boldsymbol{k} \boldsymbol{v}+\boldsymbol{h} \frac{q_{5}-\boldsymbol{h}^{\mathrm{T}} \boldsymbol{v}}{h_{5}}
$$

Eventually, the final form of the element stiffness equation can be expressed as

$$
\begin{equation*}
f+\boldsymbol{q}^{(\mathrm{T})}=\boldsymbol{k}_{\mathrm{T}} \boldsymbol{v} \tag{A.30}
\end{equation*}
$$

where the following expressions are defined;

$$
\begin{align*}
& \boldsymbol{f} \equiv\left\lfloor S_{1} \quad C_{1} \quad S_{2} \quad C_{2}\right\rfloor^{\mathrm{T}}, \quad \boldsymbol{q}^{(\mathrm{T})} \equiv\left\{q_{i}^{(\mathrm{T})}\right\}, \quad q_{i}^{(\mathrm{T})} \equiv q_{i}-\frac{q_{5} h_{i}}{h_{5}},  \tag{A.31a,b,c}\\
& \left(\begin{array}{cccc}
\frac{12}{\ell^{3}} & -\frac{6}{\ell^{2}} & -\frac{12}{\ell^{3}} & -\frac{6}{\ell^{2}} \\
& \frac{4+12 \alpha_{\mathrm{T}}}{\ell} & \frac{6}{\ell^{2}} & \frac{2-12 \alpha_{\mathrm{T}}}{\ell} \\
& & \frac{12}{\ell^{3}} & \frac{6}{\ell^{2}} \\
\text { Symm. } & & \frac{4+12 \alpha_{\mathrm{T}}}{\ell}
\end{array}\right) .  \tag{A.31d}\\
& \boldsymbol{k}_{\mathrm{T}} \equiv \boldsymbol{k}_{b}-\frac{\boldsymbol{h} \boldsymbol{h}^{\mathrm{T}}}{h_{5}}=\frac{E I}{1+12 \alpha_{\mathrm{T}}}\left(\begin{array}{ccc}
\frac{4}{\ell} & \frac{6}{\ell^{2}} & \frac{2}{\ell} \\
& & \frac{12}{\ell^{3}} \\
& \frac{6}{\ell^{2}} \\
\text { Symm. } & & \frac{4+12 \alpha_{\mathrm{T}}}{\ell}
\end{array}\right) .
\end{align*}
$$

When the shear deformation is neglected, we can set $G \rightarrow \infty$ and thus $\alpha_{\mathrm{T}} \rightarrow 0$, and Eq.(A.31d) coincides with the stiffness Eq.(4.25) of the elementary beam theory. It should be noted that the shearing elements of the stiffness matrix have the influence coefficient ${ }^{12 \alpha_{\mathrm{T}}}\left(1+12 \alpha_{\mathrm{T}}\right)$ in Eqs.(A.23) and (A.24). Furthermore, this Eq.(A.30) happens to be identical with the exact stiffness equation derived in the field of the matrix structural mechanics. Namely, the same stiffness Eq.(A.30) can be obtained by integrating Eq.(A.13) under the general boundary condition of Eq.(A.14). Although a word 'higher order' has been used in the title of this section, the obtained element is found to be the most appropriate one.

## Appendix B

## Finite Displacement Theory of Bars in Plane Motion

## B. 1 Finite Displacement and Deformation

## B.1.1 Definition of Strain

We here formulate a beam theory in finite displacements which can handle problems even after the buckling point, but the material is assumed to remain linearly elastic. Furthermore, the beam deforms only on a plane and is subjected to the axial forces and the in-plane bending actions. Since an arbitrary position vector is expressed by Eq.(2.1), a differential element vector in the initial configuration can be expressed by

$$
\begin{equation*}
\mathrm{d} \boldsymbol{p}^{0}=\mathrm{d} x_{i} \boldsymbol{e}_{i} \tag{B.1}
\end{equation*}
$$

in a rectangular Cartesian coordinate system. On the other hand, Eqs.(2.2) and (2.3) yield the corresponding differential element vector in the current configuration as

$$
\begin{equation*}
\mathrm{d} \boldsymbol{p}=\mathrm{d} p_{j} \boldsymbol{e}_{j}=\left(\delta_{j i}+\frac{\partial u_{j}}{\partial x_{i}}\right) \mathrm{d} x_{i} \boldsymbol{e}_{j}=\mathrm{d} x_{i} \boldsymbol{G}_{i} \tag{B.2}
\end{equation*}
$$

where the base vectors $\boldsymbol{G}_{i}$ in the current state are defined by

$$
\begin{equation*}
\boldsymbol{G}_{i} \equiv\left(\delta_{j i}+\frac{\partial u_{j}}{\partial x_{i}}\right) \boldsymbol{e}_{j} \tag{B.3}
\end{equation*}
$$

which coincide with the orthonormal spatial base vectors $\boldsymbol{e}_{i}$ in the initial state. However, $\boldsymbol{G}_{i}$ are no longer unity and non-orthogonal to each other in the current configuration, because they are embedded in the material undergoing arbitrary deformation.

Green's strain $\boldsymbol{E}$ is defined by the difference between the lengths of a differential element before and after deformation as is given in Eq.(2.10). Substitution of the equations above into this Eq.(2.10) results in

$$
(\mathrm{d} s)^{2}-\left(\mathrm{d} s_{0}\right)^{2}=\left(\boldsymbol{G}_{i} \boldsymbol{G}_{j}-\boldsymbol{e}_{i} \boldsymbol{e}_{j}\right) \mathrm{d} x_{i} \mathrm{~d} x_{j}=\left(\boldsymbol{G}_{i} \boldsymbol{G}_{j}-\delta_{i j}\right) \mathrm{d} x_{i} \mathrm{~d} x_{j} \equiv 2 E_{i j} \mathrm{~d} x_{i} \mathrm{~d} x_{j}
$$

Namely, Green's strain tensor can be defined by

$$
\begin{equation*}
E_{i j} \equiv \frac{1}{2}\left(\boldsymbol{G}_{i} \boldsymbol{G}_{j}-\delta_{i j}\right) . \tag{B.4}
\end{equation*}
$$

Putting $\boldsymbol{G}_{i}$ of Eq.(B.2) into Eq.(B.4), we can express components of the Green strain as

$$
\begin{equation*}
E_{i j} \equiv \frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}+\frac{\partial u_{k}}{\partial x_{i}} \frac{\partial u_{k}}{\partial x_{j}}\right), \tag{B.5}
\end{equation*}
$$

where the third term represents a nonlinear component which has been neglected in Eq.(2.6) in the framework of the infinitesimal deformation. The definition in Eq.(2.10) includes only the linear portions of this equation.

Physical meanings of the Green strain can be recognized by comparison with the linear strain components as follows. As long as the magnitude of the strain is very small, the normal component $E_{11}$ can be approximated by

$$
E_{11}=\frac{1}{2}\left(\left|\boldsymbol{G}_{1}\right|^{2}-1\right)=\frac{1}{2}\left\{\left(1+\epsilon_{11}\right)^{2}-1\right\} \simeq \epsilon_{11}
$$

which is the linear term in Eq.(2.4). Similarly, the shearing component $E_{12}$ is approximately identical with the linear term; i.e.

$$
E_{12}=\frac{1}{2}\left|\boldsymbol{G}_{1}\right|\left|\boldsymbol{G}_{2}\right| \cos \widehat{\boldsymbol{G}_{1} \boldsymbol{G}_{2}}=\frac{1}{2}\left(1+\epsilon_{11}\right)\left(1+\epsilon_{22}\right) \sin \left(\epsilon_{12}+\epsilon_{21}\right) \simeq \epsilon_{12} .
$$

## B.1.2 Virtual Work Principle and Stress

Since Green's strain is conjugate with the second Piola-Kirchhoff stress tensor $S_{j i}$, the virtual work equation has the same form as Eq.(4.73) but must be rewritten as

$$
\begin{equation*}
\int_{V} S_{j i} \delta E_{i j} \mathrm{~d} V-\int_{V} X_{i} \delta u_{i} \mathrm{~d} V-\int_{S} F_{i} \delta \bar{u}_{i} \mathrm{~d} S=0 \tag{B.6}
\end{equation*}
$$

This stress tensor has components of the traction in the current state to the directions of the base vectors $\boldsymbol{G}_{i}$ on a unit area in the initial configuration whose unit outer-normal vector is oriented to the direction of $\boldsymbol{G}_{j}$ in the current state. Therefore, the components do not always have physically meaningful magnitudes and dimensions, because the corresponding base vectors are not unity. For example, as long as the change of the differential area element is kept small, we may define a corresponding physical components by

$$
\begin{equation*}
\text { Physical components of } S_{j i}=S_{j i} \times\left|\boldsymbol{G}_{i}\right|, \quad \text { where } i \text { is not summed. } \tag{B.7}
\end{equation*}
$$

For simplicity, we use symbols $(x, y, z)$ for indices in place of numeral expressions by $(1,2,3)$.

## B.1.3 Assumption of Kinematics

We start with the Timoshenko beam theory $[32,37]$ including the effect of shear deformation. The kinematics explained in App. A is depicted in Fig. B.1. If the sine and cosine functions are not approximated, Eq.(A.2) in the infinitesimal displacements must be exactly expressed by

$$
\begin{align*}
& u_{x}(x, z)=u(x)+z \sin \vartheta(x)  \tag{B.8a}\\
& u_{z}(x, z)=w(x)+z\{\cos \vartheta(x)-1\} \tag{B.8b}
\end{align*}
$$

where $\vartheta(x)$ denotes the rotation of the crosssection. The beam axis is placed through the centroid, and the differential axial element is parallel to the $x$-axis in the initial configuration. However, in the current state, the element is oriented to the $\boldsymbol{G}_{x}$-direction. Therefore, the angle between the axial element of the bar $^{1}$ and the $x$-axis becomes

Fig. B. 1 Kinematics of Timoshenko beam
 $\Lambda(x, z) \equiv\{\vartheta(x)-\Gamma(x, z)\}$, where $\Gamma$ is an angle due to the shear deformation. Hence, a geometric relation between the rotation and the displacement components is given by

$$
\begin{equation*}
\tan \Lambda_{0}(x)=\tan \left\{\vartheta(x)-\Gamma_{0}(x)\right\}=-\frac{w^{\prime}(x)}{1+u^{\prime}(x)}, \tag{B.9}
\end{equation*}
$$

where a prime indicates the differentiation with respect to $x$. The quantities with a subscript $0, \Lambda_{0}(x)$ and $\Gamma_{0}(x)$, are the rotation of the base vector $\Lambda(x, 0)$ and the shear deformation $\Gamma(x, 0)$ on the beam axis at $z=0$ respectively.

Substituting Eq.(B.8) into Eq.(B.5) and using Eq.(B.9), we can express the strain tensor components as

$$
\begin{equation*}
E_{x x}=\frac{1}{2}(g-1), \quad g \equiv\left|\boldsymbol{G}_{x}\right|^{2}, \quad 2 E_{x z}=\sqrt{g} \sin \Gamma=\sqrt{g_{0}} \sin \Gamma_{0}=\gamma, \tag{B.10a,b,c}
\end{equation*}
$$

[^33]where
\[

$$
\begin{align*}
& g=(1+\epsilon+z \kappa)^{2}+\gamma^{2}, \quad g_{0} \equiv g(z=0)=(1+\epsilon)^{2}+\gamma^{2}=\left(1+u^{\prime}\right)^{2}+\left(w^{\prime}\right)^{2},  \tag{B.11a,b}\\
& \epsilon \equiv \sqrt{g_{0}} \cos \Gamma_{0}-1, \quad \gamma \equiv \sqrt{g_{0}} \sin \Gamma_{0}, \quad \kappa \equiv \vartheta^{\prime} . \tag{B.11c,d,e}
\end{align*}
$$
\]

By the definitions in Eqs.(B.9) and (B.11), the displacement gradients are given by

$$
\begin{equation*}
u^{\prime}=(1+\epsilon) \cos \vartheta+\gamma \sin \vartheta-1, \quad w^{\prime}=-(1+\epsilon) \sin \vartheta+\gamma \cos \vartheta \tag{B.12a,b}
\end{equation*}
$$

Then, the orientation of an arbitrary axial differential element in the current configuration can be specified by

$$
\begin{equation*}
\cos \Lambda=\frac{1+\epsilon+z \kappa \cos \vartheta}{\sqrt{g}}, \quad \sin \Lambda=\frac{\gamma+z \kappa \sin \vartheta}{\sqrt{g}} \tag{B.13a,b}
\end{equation*}
$$

Or, the shearing part is expressed by

$$
\begin{equation*}
\cos \Gamma=\frac{1+\epsilon+z \kappa}{\sqrt{g}}, \quad \sin \Gamma=\frac{\gamma}{\sqrt{g}} . \tag{B.14a,b}
\end{equation*}
$$

## B. 2 Bernoulli-Euler Beam Theory - Beautiful Model

## B.2.1 Kinematics

When the length of the beam is long enough in comparison with the dimensions of the cross-section, the shear deformation can be neglected, and the bar can be called the Bernoulli-Euler beam; i.e. we can set $\Gamma \equiv 0$ from the beginning of the formulation. Then, all the governing equations including the constitutive law become quite sophisticated without any approximations. In order to distinguish the theories, we here use $\theta$ for the rotation in place of $\vartheta$. The kinematics in Eq.(B.8) becomes

$$
\begin{equation*}
u_{x}(x, z)=u(x)+z \sin \theta(x), \quad u_{z}(x, z)=w(x)+z\{\cos \theta(x)-1\}, \quad \Lambda(x, z)=\Lambda_{0}(x)=\theta(x), \tag{B.15a,b,c}
\end{equation*}
$$

where the rotation of the cross-section $\theta(x)$ becomes equal to the slope of the beam axis. Actually, from Eq.(B.9), we have the following geometric relation

$$
\begin{equation*}
\tan \theta(x)=-\frac{w^{\prime}(x)}{1+u^{\prime}(x)} \tag{B.16}
\end{equation*}
$$

and, therefore, $\theta$ is dependent on $u$ and $w$. Similarly, Eq.(B.11) can be rewritten

$$
\begin{equation*}
\sqrt{g}=1+\epsilon+z \kappa, \quad \epsilon=\sqrt{g_{0}}-1, \quad \kappa=\theta^{\prime}=-\frac{1}{g_{0}}\left\{\left(1+u^{\prime}\right) w^{\prime \prime}-w^{\prime} u^{\prime \prime}\right\} . \tag{B.17a,b,c}
\end{equation*}
$$

And, from Eqs.(B.16) and (B.17), the displacement gradients are given by

$$
\begin{equation*}
u^{\prime}=(1+\epsilon) \cos \theta-1, \quad w^{\prime}=-(1+\epsilon) \sin \theta . \tag{B.18a,b}
\end{equation*}
$$

Comparing the definitions of strains in Eqs.(B.4) and (B.10a), we can see that $g$ in Eq.(B.10b) is a squared norm of the base vector $\boldsymbol{G}_{x}$ after deformation. Then, a physically meaningful extension $e$ can be defined by a change of the length of the base vector $\boldsymbol{G}_{x}$ as

$$
\begin{equation*}
e \equiv\left|\boldsymbol{G}_{x}\right|-\left|\boldsymbol{g}_{x}\right|=\sqrt{g}-1 \tag{B.19}
\end{equation*}
$$

Using Eq.(B.17a), we have an explicit and simple expression in terms of the axial deformations as

$$
\begin{equation*}
e=\epsilon+z \kappa . \tag{B.20}
\end{equation*}
$$

Namely, the extension of the Bernoulli-Euler beam also shows a linear (triangular) distribution on a cross-section even in finite displacements just like that of the infinitesimal displacement theory.

By the way, the definition of the curvature in Eq.(B.17c) seems different from those in mathematics. It is because the definitions of the independent variables used here are different from those in mathematics. In this chapter, the variable $x$ represents a position along the beam axis which coincides with the spatial coordinate only
in the initial configuration. On the other hand, a curve $\zeta=\zeta(\xi)$ in mathematics is described by a function with respect to the spacial coordinates $(\xi, \zeta)$, and a curvature is defined by a function of the spacial position $\xi$ or the curvilinear coordinate $s$ along the curve. We here show relations between those curvatures.

The beam axis in the current state can be expressed by a curve defined by

$$
\xi=x+u(x), \quad \zeta=w(x)
$$

These definitions change the expression in Eq.(B.17c) into

$$
\kappa(x)=\theta^{\prime}(x)=\frac{\mathrm{d} \theta(x)}{\mathrm{d} x}=-\left(1+u^{\prime}\right) \frac{1}{1+\left(\frac{\mathrm{d} \zeta}{\mathrm{~d} \xi}\right)^{2}} \frac{\mathrm{~d}^{2} \zeta}{\mathrm{~d} \xi^{2}}
$$

Then the corresponding curvature in terms of $(\xi, \zeta)$ can be defined by

$$
\tilde{\kappa}(\xi) \equiv \frac{\mathrm{d} \theta(\xi)}{\mathrm{d} \xi}=\frac{1}{1+u^{\prime}} \kappa(x),
$$

and substitution of the equation above into this equation results in

$$
\tilde{\kappa}(\xi)=-\frac{1}{1+\left(\frac{\mathrm{d} \zeta}{\mathrm{~d} \xi}\right)^{2}} \frac{\mathrm{~d}^{2} \zeta}{\mathrm{~d} \xi^{2}}=\tilde{\kappa}(s)=-\frac{\mathrm{d}^{2} \zeta}{\mathrm{~d} s^{2}}
$$

or

$$
\bar{\kappa}(s) \equiv \frac{\mathrm{d} \theta(s)}{\mathrm{d} s}=\bar{\kappa}(\xi)=-\frac{1}{\left\{1+\left(\frac{\mathrm{d} \zeta}{\mathrm{~d} \xi}\right)^{2}\right\}^{3 / 2}} \frac{\mathrm{~d}^{2} \zeta}{\mathrm{~d} \xi^{2}}=\frac{1}{\sqrt{1+\left(\frac{\mathrm{d} \zeta}{\mathrm{~d} \xi}\right)^{2}}} \tilde{\kappa}(\xi),
$$

which are identical with the expressions found in standard textbooks of mathematics.

## B.2.2 Equilibrium and Boundary Conditions

Substituting Eq.(B.10) into Eq.(B.6), and considering Eq.(B.19), we can express the internal virtual work by

$$
\begin{equation*}
\int_{V} S_{x x} \delta E_{x x} \mathrm{~d} V=\int_{V} \sqrt{g} S_{x x} \delta e \mathrm{~d} V, \tag{B.21}
\end{equation*}
$$

neglecting the shear part $E_{x z}$. It should be noted that the physical component of the extension $e$ is used in the right-hand side in place of $E_{x x}$. Therefore, the corresponding stress tensor component $S_{x x}$ must be also replaced by a physical quantity, because the base vector $\boldsymbol{G}_{x}$ is no longer unity due to extension by $E_{x x}$. Since the cross-section does not deform by the assumption, referring to Eq.(B.7), we can define a physical component $\sigma$ of the stress component $S_{x x}$ by

$$
\begin{equation*}
\sigma \equiv \sqrt{g} S_{x x} \tag{B.22}
\end{equation*}
$$

where $\sqrt{g}$ represents the norm of the base vector $\boldsymbol{G}_{x}$. Then, the internal virtual work above becomes simple as

$$
\begin{equation*}
\int_{V} \sigma \delta e \mathrm{~d} V \tag{B.23}
\end{equation*}
$$

which is acceptable from a physical point of view.
Since the first variation of the physical extension of Eq.(B.20) is

$$
\delta e=\delta \epsilon+z \delta \kappa,
$$

the internal virtual work Eq.(B.23) can be rewritten as

$$
\begin{equation*}
\int_{x}(N \delta \epsilon+M \delta \kappa) \mathrm{d} x, \tag{B.24}
\end{equation*}
$$

where basic stress resultants are defined by

$$
\begin{equation*}
N \equiv \int_{A} \sigma \mathrm{~d} A, \quad M \equiv \int_{A} z \sigma \mathrm{~d} A \tag{B.25a,b}
\end{equation*}
$$

which are formally the same as those in the infinitesimal displacement theory.
Considering Eqs.(B.16) and (B.17), we can derive the first variations of deformation as

$$
\delta \epsilon=\cos \theta \delta u^{\prime}-\sin \theta \delta w^{\prime}, \quad \delta \kappa=\delta \theta^{\prime}
$$

Furthermore, from Eq.(B.16)

$$
\delta \theta=-\frac{1}{\sqrt{g_{0}}}\left(\cos \theta \delta w^{\prime}+\sin \theta \delta u^{\prime}\right)
$$

On the other hand, without distributed applied moment, the external virtual work parts can be expressed by

$$
\begin{equation*}
-\int_{x}(p \delta u+q \delta w) \mathrm{d} x-\left.(F \delta u+S \delta w+C \delta \theta)\right|_{x=0, \ell} \tag{B.26}
\end{equation*}
$$

within the framework of the beam theory. The variational principle of the virtual work evaluated by a combination of Eqs.(B.26) and (B.24) yields the Euler equations which are the equilibrium equations as

$$
\begin{align*}
& \left(N \cos \theta+\frac{M^{\prime}}{\sqrt{g_{0}}} \sin \theta\right)^{\prime}+p=0  \tag{B.27a}\\
& \left(-N \sin \theta+\frac{M^{\prime}}{\sqrt{g_{0}}} \cos \theta\right)^{\prime}+q=0 \tag{B.27b}
\end{align*}
$$

Also, the corresponding boundary conditions can be specified by the same principle as

$$
\begin{array}{ll}
u=\text { given or } & n_{i}\left(N \cos \theta+\frac{M^{\prime}}{\sqrt{g_{0}}} \sin \theta\right)=F_{i} \\
w=\text { given or } & n_{i}\left(-N \sin \theta+\frac{M^{\prime}}{\sqrt{g_{0}}} \cos \theta\right)=S_{i} \\
\theta=\text { given or } & n_{i} M=C_{i} \tag{B.28c}
\end{array}
$$

where $n_{i}$ is defined by Eq.(3.26), and the external applied forces are defined in Figs. 3.7 and 3.8.

## B.2.3 Constitutive Equation

As for the constitutive law, the conjugacy in Eq.(B.23) suggests that it is straightforward to assume some kinds of relations between $\sigma$ and $e$. As the simplest elastic relation, a linear one-dimensional elasticity can be specified by

$$
\begin{equation*}
\sigma=E e=E(\epsilon+z \kappa) \tag{B.29}
\end{equation*}
$$

where $E$ is an elastic coefficient and can be called Young's modulus. Accordingly, relations between the stress resultants and the deformations can be expressed by

$$
\begin{equation*}
N=E A \epsilon, \quad M=E I \kappa \tag{B.30a,b}
\end{equation*}
$$

which are formally linear relations and seem to be quite appropriate from a physical point of view. However, as is clear from Eq.(B.17), the deformation quantities $\epsilon$ and $\kappa$ are highly nonlinear functions of the displacement components $u$ and $w$.

## B.2.4 Buckling Load

As a basic but important application, we derive the elastic buckling load $P_{\text {cr }}$ of a cantilever beam within the framework of the Bernoulli-Euler beam theory. The problem is stated in Fig. 5.23, and the solution before buckling; i.e. a trivial solution is given by

$$
u=-\frac{P}{E A} x, \quad w=0, \quad \theta=0, \quad \epsilon=-\frac{P}{E A}, \quad N=-P, \quad M=0
$$

We here seek for the buckling load by examining existence of a disturbed solution near this trivial solution. A similar approach has been used to analyze the instability of a rigid-body-spring model in Chap. 5. To this end, we expand a possible solution as

$$
\begin{equation*}
u(x):=-\frac{P x}{E A}+\Delta u(x), \quad w(x):=\Delta w(x) \quad \text { etc. } \tag{B.31a,b}
\end{equation*}
$$

and substitute these expansions into the governing equations. Then, linearizing the equations in terms of the perturbed solutions with a symbol $\Delta$, we obtain linear homogeneous governing equations for the perturbations. The obtained governing equations form an eigenvalue problem, and the buckling load $P_{\text {cr }}$ can be calculated so that the eigenvalue problem has at least one non-trivial solution for the perturbed quantities. Explicit formulation and solution procedure can be found in the references [32, 37].

The buckling load obtained includes the effect of the shortening before buckling and is identical with the formula found in the reference [79], and it is given by

$$
\begin{equation*}
\frac{P_{\mathrm{cr}} \ell^{2}}{E I}=\frac{\lambda^{2}}{2}\left\{1-\sqrt{1-\left(\frac{\pi}{\lambda}\right)^{2}}\right\}, \tag{B.32}
\end{equation*}
$$

where $\lambda$ is the slenderness ratio. If the shrinkage prior to the buckling can be neglected, the solution coincides with the Euler buckling load as

$$
\begin{equation*}
\frac{P_{\mathrm{cr}} \ell^{2}}{E I}=\frac{\pi^{2}}{4} \tag{B.33}
\end{equation*}
$$

which is also a solution of the beam-column in Eq.(5.43b). Application of the axial load shrinks the column, and the effective buckling length becomes short to make the buckling load larger than $\pi^{2} / 4 \mathrm{in}$ Eq.(B.32). From this equation, if the column is short enough so that the slenderness ratio is smaller than $\pi$, the column does not buckle, although such a short column cannot be modeled by a beam theory. When the column is short, the effect of shear deformation also becomes larger, and we have to use the Timoshenko beam theory. On the other hand, when the column is slender enough; i.e. when the slenderness ratio is large enough, the Taylor expansion of the squared term in Eq.(B.32) results in Eq.(B.33) if the first two terms are used. One of the methods to analyze the post-buckling behavior has been explained in Sec. 5.6.2.

## B.2.5 Variational Principle and Elastica

As a supplementary information, another beam theory is formulated by the principle of minimum potential energy. Since the constitutive law of the Bernoulli-Euler beam is specified by Eq.(B.29), the material obeys one kind of hyperelastic model with a quadratic form in terms of the physical extension $e$. Taking into account the virtual work of the applied forces in Eq.(B.26), we can define a functional $\Pi$ to define the total potential energy by

$$
\begin{equation*}
\Pi \equiv \int_{V} \frac{1}{2} E e^{2} \mathrm{~d} V-\int_{x}(p u+q w) \mathrm{d} x-\left.(F u+S w+C \theta)\right|_{x=0, \ell} \tag{B.34}
\end{equation*}
$$

The stationary condition of this functional $\Pi$ with the constitutive Eq.(B.30) results in the Euler equations and the boundary conditions in Eqs.(B.27) and (B.28). We recommend readers to carry out this procedure of derivation.

Then, using the variational principle, we here formulate governing equations of the Elastica: i.e. the inextensible beam theory explained in Sec. 5.6.3. To this end, we must include a constraint condition given by Eq.(5.90) as

$$
\begin{equation*}
\epsilon=0 \tag{5.90}
\end{equation*}
$$

into the functional above. If we use a Lagrange multiplier, say $P$, this condition can be embedded into $\Pi$. Namely, Eq.(B.34) must be changed into

$$
\begin{equation*}
\Pi \equiv \int_{V} \frac{1}{2} E e^{2} \mathrm{~d} V-\int_{x}(p u+q w) \mathrm{d} x-\left.(F u+S w+C \theta)\right|_{x=0, \ell}-\int_{x} P \epsilon \mathrm{~d} x . \tag{B.35}
\end{equation*}
$$

The first variation of this functional leads to

$$
\delta \Pi=\int_{x}\{(N+P) \delta \epsilon+M \delta \kappa\} \mathrm{d} x+\int_{x} \epsilon \delta P \mathrm{~d} x-\int_{x}(p \delta u+q \delta w) \mathrm{d} x-\left.(F \delta u+S \delta w+C \delta \theta)\right|_{x=0, \ell}=0,
$$

yielding the Euler equations as

$$
\left\{(N+P) \cos \theta+\frac{M^{\prime}}{\sqrt{g_{0}}} \sin \theta\right\}^{\prime}+p=0, \quad\left\{-(N+P) \sin \theta+\frac{M^{\prime}}{\sqrt{g_{0}}} \cos \theta\right\}^{\prime}+q=0, \quad \epsilon=0,
$$

and the boundary conditions as

$$
\begin{aligned}
& u=\text { given or } \quad n_{i}\left\{(N+P) \cos \theta+\frac{M^{\prime}}{\sqrt{g_{0}}} \sin \theta\right\}=F_{i}, \\
& w=\text { given or } \quad n_{i}\left\{-(N+P) \sin \theta+\frac{M^{\prime}}{\sqrt{g_{0}}} \cos \theta\right\}=S_{i}, \\
& \theta=\text { given or } \quad n_{i} M=C_{i} .
\end{aligned}
$$

The third equation of the obtained Euler equations above is the inextensible condition of Eq.(5.90), and we have from Eq.(B.30a)

$$
\begin{equation*}
g_{0}=1, \quad N \equiv 0 \tag{B.36a,b}
\end{equation*}
$$

Eventually, the equilibrium equations are expressed by

$$
\begin{align*}
& \left(P \cos \theta+M^{\prime} \sin \theta\right)^{\prime}+p=0  \tag{B.37a}\\
& \left(-P \sin \theta+M^{\prime} \cos \theta\right)^{\prime}+q=0, \quad\left(1+u^{\prime}\right)^{2}+\left(w^{\prime}\right)^{2}=0 \tag{B.37b,c}
\end{align*}
$$

and the boundary conditions are given by

$$
\begin{array}{rll}
u & =\text { given or } & n_{i}\left(P \cos \theta+M^{\prime} \sin \theta\right)=F_{i}, \\
w & =\text { given or } & n_{i}\left(-P \sin \theta+M^{\prime} \cos \theta\right)=S_{i}, \\
\theta & =\text { given or } & n_{i} M=C_{i} \tag{B.38c}
\end{array}
$$

Although these seem to be the same as those of the extensible Bernoulli-Euler beam because the axial force $N$ is simply replaced by $P$, this new axial force $P$ has nothing to do with the extension of the beam axis and is a stress resultant as a reaction to the inextensible constraint. Addition of one constraint condition in Eq.(B.37c) requires one more independent function, that is $P(x)$. Furthermore, the kinematics must be changed through the inextensible condition as

$$
\begin{equation*}
\sin \theta=-w^{\prime}, \quad \cos \theta=1+u^{\prime}, \quad \kappa \equiv \theta^{\prime}=\frac{-w^{\prime \prime}}{1+u^{\prime}}=\frac{u^{\prime \prime}}{w^{\prime}} . \tag{B.39a,b,c}
\end{equation*}
$$

In this case, the meaning of the mathematical tool called the Lagrange multiplier can be clearly recognized from a physical point of view relating to $P$. Another interpretation is possible within the framework of the minimum principle; i.e. this $P$ can be considered as an expensive 'penalty' in order to satisfy the supplementary condition of $\epsilon=0$. For example, the penalty method used in the numerical analyses for the contact problems is also based on the same principle. Another example is found in the formulation of a theory of an incompressible material such as rubber. In the incompressible materials, no volumetric deformation occurs, so that a constraint condition as

$$
\begin{equation*}
\epsilon_{k k}=0 \quad \text { or } \quad \frac{\partial u_{k}}{\partial x_{k}}=0 \tag{B.40}
\end{equation*}
$$

must be satisfied. Multiplying this condition by a Lagrange multiplier $p$, and adding it into the functional of the Hooke elastic model, we may deduce the Navier-Stokes equation given in Eq.(2.159) as

$$
\begin{equation*}
\mu \frac{\partial^{2} u_{i}}{\partial x_{j} \partial x_{j}}+\frac{\partial p}{\partial x_{i}}+X_{i}=0 \tag{B.41}
\end{equation*}
$$

where $p$ represents the hydrostatic pressure defined positive in tension, and is a reaction (internal) force to the incompressibility. This $p$ corresponds to $P$ of the Elastica above.

## B. 3 Timoshenko Beam Theory

## B.3.1 Equilibrium and Boundary Conditions

Let us go back to the Timoshenko beam theory. Except constitutive laws explained in the next section, we need no approximation and can also use a physically clear theory, in which the physical extension $e$ in Eq.(B.19).

Substituting Eq.(B.10) into Eq.(B.6), we can express the internal virtual work as

$$
\int_{V}\left(S_{x x} \delta E_{x x}+2 S_{x z} \delta E_{x z}\right) \mathrm{d} V=\int_{V}\left(\sqrt{g} S_{x x} \delta e+S_{x z} \delta \gamma\right) \mathrm{d} V .
$$

Since the base vector $\boldsymbol{G}_{z}$ remains a unit vector because of the assumption of no cross-sectional deformation, the shear stress to the $z$-direction $S_{x z}$ itself is a physical component as is clear from Eq.(B.7). On the other hand, the normal stress $S_{x x}$ needs a correction by $\sqrt{g}$ as has been explained in Eq.(B.22). Therefore two physical components of the stress tensor can be defined by

$$
\begin{equation*}
\sigma \equiv \sqrt{g} S_{x x}, \quad \tau \equiv S_{x z} \tag{B.42a,b}
\end{equation*}
$$

Using these definitions, we can rewrite the internal virtual work equation above as

$$
\begin{equation*}
\int_{V}(\sigma \delta e+\tau \delta \gamma) \mathrm{d} V \tag{B.43}
\end{equation*}
$$

From Eq.(B.11a) etc., the variation of the extension is given by

$$
\delta e=\cos \Gamma \delta(\epsilon+z \kappa)+\sin \Gamma \delta \gamma,
$$

and substitution of this expression into Eq.(B.43) results in another expression of the internal virtual work as

$$
\begin{equation*}
\int_{x}(N \delta \epsilon+M \delta \kappa+V \delta \gamma) \mathrm{d} x \tag{B.44}
\end{equation*}
$$

in terms of the basic three stress resultants which can be re-defined in this framework of the theory by

$$
\begin{equation*}
N \equiv \int_{A} \sigma \cos \Gamma \mathrm{~d} A, \quad M \equiv \int_{A} z \sigma \cos \Gamma \mathrm{~d} A, \quad V \equiv \int_{A}(\tau+\sigma \sin \Gamma) \mathrm{d} A \tag{45a,b,c}
\end{equation*}
$$

Eq.(B.44) shows a physically clear form composed of three virtual work components; one of which is a work component done by the axial force and the extension of the beam axis; the second term of which is a component done by the bending moment and the curvature of the beam axis; the last of which is another component done by the shear force and the shear deformation of the cross-section. On the contrary, the definitions of the stress resultants in Eq.(B.45) seem relatively complex, because the base vector $\boldsymbol{G}_{x}$ to the direction of the beam axis is no longer perpendicular to the cross-section. This non-normality makes the direction of the normal stress component $\sigma$ deviate from the normal direction of the cross-section, and this situation makes the definitions of the sectional forces complicated. For example, the axial force $N$ is defined by a normal component of $\sigma$ which is $\sigma \cos \Gamma$. So is the bending moment $M$. On the other hand, the shear force is defined by not only the shear stress $\tau$ but also a tangential component of $\sigma$ which is $\sigma \sin \Gamma$. If you can accept these explanations, you may feel that the expressions of Eq.(B.45) are not so complex but rather rational and logical.

From Eqs.(B.9) and (B.11), the variations of the deformation measures are obtained as

$$
\delta \epsilon=\cos \vartheta \delta u^{\prime}-\sin \vartheta \delta w^{\prime}-\sqrt{g_{0}} \sin \Gamma_{0} \delta \vartheta, \quad \delta \kappa=\delta \vartheta^{\prime}, \quad \delta \gamma=\sin \vartheta \delta u^{\prime}+\cos \vartheta \delta w^{\prime}+\sqrt{g_{0}} \cos \Gamma_{0} \delta \vartheta
$$

Since the external virtual work parts are the same as Eq.(B.26) for the Bernoulli-Euler beam theory, the variational principle basing on the internal virtual work Eq.(B.44) together with the external virtual work Eq.(B.26) yields the Euler equations as

$$
\begin{align*}
& (N \cos \vartheta+V \sin \vartheta)^{\prime}+p=0  \tag{B.46a}\\
& (-N \sin \vartheta+V \cos \vartheta)^{\prime}+q=0  \tag{B.46b}\\
& M^{\prime}-\sqrt{g_{0}}\left(V \cos \Gamma_{0}-N \sin \Gamma_{0}\right)=0 \tag{B.46c}
\end{align*}
$$

Or, using the relation in Eq.(B.11), we can rewrite the moment equilibrium Eq.(B.46c) as

$$
\begin{equation*}
M^{\prime}-(1+\epsilon) V+\gamma N=0 \tag{B.47}
\end{equation*}
$$

The corresponding boundary conditions are also obtained as

$$
\begin{align*}
& u=\text { given or } n_{i}(N \cos \vartheta+V \sin \vartheta)=F_{i}  \tag{B.48a}\\
& w=\text { given or }  \tag{B.48b}\\
& n_{i}(-N \sin \vartheta+V \cos \vartheta)=S_{i}  \tag{B.48c}\\
& \vartheta=\text { given or } \\
& n_{i} M=C_{i}
\end{align*}
$$

where $n_{i}$ is defined in Eq.(3.26). We also recommend readers to carry out this process of derivation.

## B.3.2 Constitutive Equation

As is suggested by the conjugacy in the internal virtual work Eq.(B.43), it is straightforward to construct constitutive models to connect the normal stress $\sigma$ directly to the physical extension $e$ and to relate the shear stress $\tau$ to the shear deformation $\gamma$. Namely, we here assume that

$$
\begin{equation*}
\sigma=E e, \quad \tau=G \gamma \tag{B.49a,b}
\end{equation*}
$$

where $E$ and $G$ are some kinds of elastic coefficients, and they may be Young's modulus and the shear modulus respectively. However, the corresponding constitutive laws between the stress resultants and the displacement components become very complicated, because the relation of Eq.(B.11) and the definition of the sectional forces in Eq.(B.45) are highly nonlinear. So that no clear linear relation such as Eq.(B.30) for the Bernoulli-Euler beam can be specified.

Therefore, we need to make some approximations for the constitutive laws. Since we restrict the deformation within elastic range, the strain measures are considered to be relatively small enough to neglect higher order nonlinear terms from a physical point of view. First of all, from Eq.(B.14), we can approximate as

$$
\begin{equation*}
\cos \Gamma \simeq 1, \quad \sin \Gamma \simeq \frac{\gamma}{1+\epsilon} \tag{B.50a,b}
\end{equation*}
$$

Note that the extension $\epsilon$ in the denominator of Eq.(B.50b) should never be neglected in comprison with unity. This is, for example, because we need to take into account the effect of shrinkage prior to the buckling. Substituting Eqs.(B.49) and (B.50) into Eq.(B.45), and eliminating higher order terms, we can specify an approximate constitutive model as

$$
\begin{equation*}
N=E A \epsilon, \quad M=E I \kappa, \quad V=G k_{\mathrm{T}} A \gamma+N \frac{\gamma}{1+\epsilon} \tag{B.51a,b,c}
\end{equation*}
$$

which is hereafter called the 'first order theory (model)'. The coefficient $k_{\mathrm{T}}$ in Eq.(B.51c) is a correction parameter defined in Eq.(A.7). The second term of Eq.(B.51c) represents the shearing contribution by the normal stress in Eq.(B. 45 c ), and is one of the most important terms.

However, since the axial force is proportional to the extension as is shown in Eq.(B.51a), the second term in Eq.(B.51c) can be considered to be a second order term of the strain measures, and can be neglected in comparison with the first term. So that another approximate constitutive law for the shear force can be specified by

$$
\begin{equation*}
V=G k_{\mathrm{T}} A \gamma \tag{B.52}
\end{equation*}
$$

which is formally equivalent to the relation in infinitesimal displacements, and is hereafter called the 'second order theory (model)'.

## B.3.3 Approximate Field Equation

Eventually, the governing equations of the first order model are given by

$$
\begin{align*}
& u^{\prime}=(1+\epsilon) \cos \vartheta+\gamma \sin \vartheta-1, \quad w^{\prime}=-(1+\epsilon) \sin \vartheta+\gamma \cos \vartheta  \tag{B.53a,b}\\
& \vartheta^{\prime}=\frac{M}{E I}, \quad \epsilon=\frac{N}{E A}, \quad \gamma=\frac{V}{G k_{\mathrm{T}} A+\frac{N}{1+\epsilon}} \tag{B.53c,d,e}
\end{align*}
$$

with the equilibrium equations as

$$
\begin{align*}
& (N \cos \vartheta+V \sin \vartheta)^{\prime}+p=0  \tag{B.54a}\\
& (-N \sin \vartheta+V \cos \vartheta)^{\prime}+q=0  \tag{B.54b}\\
& M^{\prime}-(1+\epsilon) V+\gamma N=0 \tag{B.54c}
\end{align*}
$$

It should be noted that the extension $\epsilon$ must be kept in the terms of $(1+\epsilon)$ even when small strains can be assumed. Except soft materials such as rubber, this extension $\epsilon$ remains quite small when compared with other strain measures. But, if you neglect $\epsilon$ in the kinematics, the resulting equations become identical with those of the inextensible beam theory formulated before; i.e. the Elastica. Therefore, $\epsilon$ in Eqs.(B.53a) and (B.53b) cannot be neglected, while $\epsilon$ in Eqs.(B.53e) and (B.54c) can be ignored under the assumption of small strain to obtain

$$
\begin{equation*}
\gamma=\frac{V}{G k_{\mathrm{T}} A+N}, \quad M^{\prime}-V+\gamma N=0 . \tag{B.55a,b}
\end{equation*}
$$

This version is hereafter called the 'small-extension approximation of the first order model'.
For the second order model, Eqs.(B.53e) and (B.55a) must be replaced by Eq.(B.52).

## B.3.4 Buckling Load

Solutions prior to the buckling of a cantilever Timoshenko beam are given by

$$
u=-\frac{P}{E A} x, \quad w=0, \quad \vartheta=0, \quad \epsilon=-\frac{P}{E A}, \quad \gamma=0, \quad N=-P, \quad V=0, \quad M=0 .
$$

Similarly to the process shown for the Bernoulli-Euler beam in Sec. B.2.4, the governing equations are linearized in terms of perturbations (terms with $\Delta$ ) near the trivial solution above. The obtained governing equations form an eigenvalue problem, and the buckling load $P_{\text {cr }}$ of the first order model can be obtained from an implicit third order algebraic equation [32] as

$$
\begin{equation*}
\frac{\pi^{2}}{4}=\frac{\zeta\left(1-\beta^{2} \zeta\right)^{2}}{1-\left(\beta^{2}+\alpha_{\mathrm{T}}\right) \zeta} \tag{B.56}
\end{equation*}
$$

We call this equation Iwakuma's buckling formula ${ }^{2}$ only in this textbook. Parameters used are defined by

$$
\begin{equation*}
\zeta \equiv \frac{P_{\mathrm{cr}} \ell^{2}}{E I}, \quad \beta \equiv \frac{1}{\lambda}, \tag{B.57a,b}
\end{equation*}
$$

where $\beta$ is an inverse of the slenderness ratio $\lambda$ and is called the thickness parameter, and $\alpha_{\mathrm{T}}$ is the parameter defined by Eq.(A.15) representing the effect of the shear deformation. Application of the assumption of the smallextension to the formula above yields the buckling load in an explicit formula as

$$
\begin{equation*}
\zeta=\frac{\pi^{2} / 4}{1+\alpha_{\mathrm{T}} \pi^{2} / 4} \tag{B.58}
\end{equation*}
$$

which coincides with the so-called Engesser's formula.
On the other hand, the second order model with Eq.(B.52) in place of Eq.(B.51c) yields the buckling load as

$$
\begin{equation*}
\zeta=\frac{1-\sqrt{1-\pi^{2}\left(\beta^{2}-\alpha_{\mathrm{T}}\right)}}{2\left(\beta^{2}-\alpha_{\mathrm{T}}\right)} \tag{B.59}
\end{equation*}
$$

which is introduced in the reference [79] as a buckling load of a helical spring in which the shrinkage before the buckling is taken into account. Furthermore, the small-extension assumption leads to

$$
\begin{equation*}
\zeta=\frac{\sqrt{1+\alpha_{\mathrm{T}} \pi^{2}}-1}{2 \alpha_{\mathrm{T}}} \tag{B.60}
\end{equation*}
$$

which is the same as the so-called modified Engesser's formula. Fig. B. 2 shows differences between these buckling loads of rather thick columns. The cross-section is a rectangular shape with its width 10 mm and height 160 mm , and the buckling loads with respect to the strong axis is plotted. Poisson's ratio is set at $v=1 / 3$.


Fig. B. 2 Comparison of buckling loads

## B. 4 Beam-Column Theory in Small Displacement

## B.4.1 Linearization of Finite Displacement Theory

Neglecting some parts of nonlinear terms in the theory of the Bernoulli-Euler beam, we can derive the beamcolumn theory introduced in Chap. 5. First, ignoring a nonlinear term with respect to the derivative of the axial displacement in the definition of the extension of Eq.(B.11b), we can approximate it as

$$
\begin{equation*}
\epsilon \simeq u^{\prime}+\frac{1}{2}\left(w^{\prime}\right)^{2} \tag{B.61}
\end{equation*}
$$

which is equal to Eq.(5.31b). Moreover, all the nonlinear terms in the curvature defined by Eq.(B.17c) are neglected to obtain

$$
\begin{equation*}
\kappa \simeq-w^{\prime \prime} . \tag{B.62}
\end{equation*}
$$

[^34]The relations between the stress resultants and the deformation are given by Eq.(B.30), and the internal virtual work is expressed by Eq.(B.24). Neglecting the axial distributed load $p$, we can write the virtual work equation as

$$
\begin{equation*}
\int_{x}(N \delta \epsilon+M \delta \kappa) \mathrm{d} x-\int_{x} q \delta w \mathrm{~d} x-\left.\left\{F \delta u+S \delta w+C \delta\left(-w^{\prime}\right)\right\}\right|_{x=0, \ell}=0 . \tag{B.63}
\end{equation*}
$$

The variational principle using Eq.(B.63) leads to the equilibrium equations as

$$
\begin{align*}
& N^{\prime}=0,  \tag{B.64a}\\
& \left(N w^{\prime}+M^{\prime}\right)^{\prime}+q=0, \tag{B.64b}
\end{align*}
$$

which are identical with those of Eq.(5.26). And, the corresponding boundary conditions are specified by

$$
\begin{array}{rll}
u & =\text { given or } & n_{i} N=F_{i}, \\
w & =\text { given or } & n_{i}\left(N w^{\prime}+M^{\prime}\right)=S_{i}, \\
-w^{\prime} & =\text { given or } & n_{i} M=C_{i}, \tag{B.65c}
\end{array}
$$

which are also the same as those in Eq.(5.27).
As has been stated in Chap. 5 for a typical column, if the beam-column is subjected to compressive forces at the ends, the equilibrium Eq.(B.64a) to the axial direction can be easily solved with the boundary condition of Eq.(B.65a) to obtain

$$
N=-P=\text { const. }
$$

which has been shown in Eq.(5.28). Therefore, the equilibrium equation with respect to bending is expressed by

$$
-E I w^{\prime \prime \prime \prime}-P w^{\prime \prime}+q=0
$$

which is the same as Eq.(5.32), and the corresponding boundary conditions coincide with those of Eq.(5.33). Namely, the beam-column theory is an approximate linearized theory using only one nonlinear term of the slope in the relation between the extension and the displacement gradients.

## B.4.2 Stiffness Equation

## (1) Bernoulli-Euler Beam

Putting the relations between the deformation and the displacement in Eqs.(B.61) and (B.62) and the relations between the stress resultants and the deformation in Eq.(B.30) into the virtual work Eq.(B.63), we can formulate a stiffness equation of FEM introduced in Chap. 4 by assuming appropriate displacement functions. Since only a first order derivative of the displacement to the axial direction appears in the internal virtual work, the first order polynomial in Eq.(4.16) can be used for its displacement function. Similarly, the trial functions for the deflection can be assumed by the third order polynomial of Eq.(4.21) used in the infinitesimal displacement model. Substitution of these displacement functions into the virtual work equation results in a nonlinear stiffness equation expressed by

$$
\begin{equation*}
\left\{F_{i}\right\}=\left(K_{i j}\right)\left\{u_{j}\right\}+\left(K_{i j k}\right)\left\{u_{j}\right\}\left\{u_{k}\right\}+\left(K_{i j k l}\right)\left\{u_{j}\right\}\left\{u_{k}\right\}\left\{u_{l}\right\}, \tag{B.66}
\end{equation*}
$$

where two vectors are defined by

$$
\left.\left\{u_{i}\right\} \equiv\left\lfloor u_{1} / \ell \quad w_{1} / \ell \quad-w_{1}^{\prime} \quad u_{2} / \ell \quad w_{2} / \ell \quad-w_{2}^{\prime}\right\rfloor^{\mathrm{T}}, \quad\left\{F_{i}\right\} \equiv \begin{array}{llllll}
F_{1} / E \ell^{2} & S_{1} / E \ell^{2} & C_{1} / E \ell^{3} & F_{2} / E \ell^{2} & S_{2} / E \ell^{2} & C_{2} / E \ell^{3} \tag{B.67a,b}
\end{array}\right\rfloor^{\mathrm{T}},
$$

and the distributed loads are neglected. All the stiffness matrices $\left(K_{i j}\right)$ etc. are defined by symmetric matrices, and non-zero elements are summarized in Table B.1~B.3. The matrix $\left(K_{i j}\right)$ of the linear term is identical with that of Eq.(4.39) in infinitesimal displacements.

It is true that Eq.(B.66) can be directly solved numerically by a computer program, but we here try to transform the second nonlinear term into a quasi-linear form such as

$$
\left(K_{i j k}\right)\left\{u_{j}\right\}\left\{u_{k}\right\} \quad \rightarrow \quad\left(K_{i j}^{\mathrm{G}}\right)\left\{u_{j}\right\} .
$$

Table B. 1 Non-zero elements of $\left(K_{i j}\right)$

| 11 | $A / \ell^{2}$ | 14 | $-A / \ell^{2}$ | 44 | $A / \ell^{2}$ | 22 | $12 I / \ell^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 23 | $-6 I / \ell^{4}$ | 25 | $-12 I / \ell^{4}$ | 26 | $-6 I / \ell^{4}$ | 33 | $4 I / \ell^{4}$ |
| 35 | $6 I / \ell^{4}$ | 36 | $2 I / \ell^{4}$ | 55 | $12 I / \ell^{4}$ | 56 | $6 I / \ell^{4}$ |
| 66 | $4 I / \ell^{4}$ |  |  |  |  |  |  |

Table B. 2 Non-zero elements of $\left(\widetilde{K}_{i j k}\right):\left(K_{i j k}\right)=\frac{A}{2 \ell^{2}}\left(\widetilde{K}_{i j k}\right)$

| 122 | $-6 / 5$ | 123 | $1 / 10$ | 125 | $6 / 5$ | 126 | $1 / 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 133 | $-2 / 15$ | 135 | $-1 / 10$ | 136 | $1 / 30$ | 155 | $-6 / 5$ |
| 156 | $-1 / 10$ | 166 | $-2 / 15$ | 224 | $6 / 5$ | 234 | $-1 / 10$ |
| 245 | $-6 / 5$ | 246 | $-1 / 10$ | 334 | $2 / 15$ | 345 | $1 / 10$ |
| 346 | $-1 / 30$ | 455 | $6 / 5$ | 456 | $1 / 10$ | 466 | $2 / 15$ |

Table B. 3 Non-zero elements of $\left(\widetilde{K}_{i j k l}\right):\left(K_{i j k l}\right)=\frac{A}{2 \ell^{2}}\left(\widetilde{K}_{i j k l}\right)$

| 2222 | $72 / 35$ | 2223 | $-9 / 35$ | 2225 | $-72 / 35$ | 2226 | $-9 / 35$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2233 | $3 / 35$ | 2235 | $9 / 35$ | 2255 | $72 / 35$ | 2256 | $9 / 35$ |
| 2266 | $3 / 35$ | 2333 | $1 / 140$ | 2335 | $-3 / 35$ | 2336 | $-1 / 140$ |
| 2355 | $-9 / 35$ | 2366 | $-1 / 140$ | 2555 | $-72 / 35$ | 2556 | $-9 / 35$ |
| 2566 | $-3 / 35$ | 2666 | $1 / 140$ | 3333 | $2 / 35$ | 3335 | $-1 / 140$ |
| 3336 | $-1 / 140$ | 3355 | $3 / 35$ | 3356 | $1 / 140$ | 3366 | $1 / 210$ |
| 3555 | $9 / 35$ | 3566 | $1 / 140$ | 3666 | $-1 / 140$ | 5555 | $72 / 35$ |
| 5556 | $9 / 35$ | 5566 | $3 / 35$ | 5666 | $1 / 140$ | 6666 | $2 / 35$ |

Of course, this matrix $\left(K_{i j}^{\mathrm{G}}\right)$ is not constant but a function of the elements of the vector $\left\{u_{m}\right\}$. First, a symmetric expression can be obtained as

$$
\left(K_{i j}^{\mathrm{G}}\right)=\frac{1}{2}\left(\begin{array}{cccccc}
0 & -c / E \ell^{2} & a / E \ell^{2} & 0 & c / E \ell^{2} & b / E \ell^{2}  \tag{B.68}\\
& 6 N_{0} / 5 E \ell^{2} & -N_{0} / 10 E \ell^{2} & c / E \ell^{2} & -6 N_{0} / 5 E \ell^{2} & -N_{0} / 10 E \ell^{2} \\
& & 2 N_{0} / 15 E \ell^{2} & -a / E \ell^{2} & N_{0} / 10 E \ell^{2} & -N_{0} / 30 E \ell^{2} \\
& & & 0 & -c / E \ell^{2} & -b / E \ell^{2} \\
\text { Symm. } & & & 6 N_{0} / 5 E \ell^{2} & N_{0} / 10 E \ell^{2} \\
\text { Sym } & & & & 2 N_{0} / 15 E \ell^{2}
\end{array}\right),
$$

where

$$
\begin{aligned}
N_{0} & \equiv E A\left(\frac{u_{2}-u_{1}}{\ell}\right), \quad a \equiv \frac{E A}{30}\left(-4 w_{1}^{\prime}+w_{2}^{\prime}-3 \frac{w_{2}-w_{1}}{\ell}\right), \\
b & \equiv \frac{E A}{30}\left(w_{1}^{\prime}-4 w_{2}^{\prime}-3 \frac{w_{2}-w_{1}}{\ell}\right), \quad c \equiv \frac{E A}{10}\left(-w_{1}^{\prime}-w_{2}^{\prime}-12 \frac{w_{2}-w_{1}}{\ell}\right),
\end{aligned}
$$

and $N_{0}$ approximately represents the axial force of this finite element. Or, another non-symmetric expression is possible and is given by

$$
\left(K_{i j}^{\mathrm{G}}\right)=\left(\begin{array}{c|cc|c|cc}
0 & -c / 2 E \ell^{2} & a / 2 E \ell^{2} & 0 & c / 2 E \ell^{2} & b / 2 E \ell^{2}  \tag{B.70}\\
\hline 0 & 6 N_{0} / 5 E \ell^{2} & -N_{0} / 10 E \ell^{2} & 0 & -6 N_{0} / 5 E \ell^{2} & -N_{0} / 10 E \ell^{2} \\
0 & -N_{0} / 10 E \ell^{2} & 2 N_{0} / 15 E \ell^{2} & 0 & N_{0} / 10 E \ell^{2} & -N_{0} / 3 E \ell^{2} \\
\hline 0 & c / 2 E \ell^{2} & -a / 2 E \ell^{2} & 0 & -c / 2 E \ell^{2} & -b / 2 E \ell^{2} \\
\hline 0 & -6 N_{0} / 5 E \ell^{2} & N_{0} / 10 E \ell^{2} & 0 & 6 N_{0} / 5 E \ell^{2} & N_{0} / 10 E \ell^{2} \\
0 & -N_{0} / 10 E \ell^{2} & -N_{0} / 30 E \ell^{2} & 0 & N_{0} / 10 E \ell^{2} & 2 N_{0} / 15 E \ell^{2}
\end{array}\right) .
$$

It should be noted that this matrix excluding the first and fourth rows is the same as the geometric stiffness matrix defined by Eq.(5.64) when $P$ is replaced ${ }^{3}$ by $N_{0}$.

The first and fourth rows of Eq.(B.70) ignored in the derivation above do not have the axial displacements $u_{1}$ and $u_{2}$ and include only nonlinear terms of the deflection $w$ and the slope $w^{\prime}$. Also, the third nonlinear term of Eq.(B.66) has the same characteristics. Therefore, as long as behaviors only near the buckling point are examined, Eq.(5.64) can be used as the first order approximation. Incidentally, an ordinary derivation of the geometric stiffness matrix of Eq.(5.64) can be possible as follows. First, substitution of Eq.(B.61) into the virtual work Eq.(B.63) results in

$$
\int_{x}(N \delta \epsilon+M \delta \kappa) \mathrm{d} x=\int_{x}\left(N \delta u^{\prime}+N w^{\prime} \delta w^{\prime}+M \delta \kappa\right) \mathrm{d} x .
$$

Then, approximating $N$ in the first term of the integrand by $N \simeq E A u^{\prime}$, and replacing $N$ in the second term by the applied axial force $-P$, we can rewrite it as

$$
\begin{equation*}
\int_{x}\left(E A u^{\prime} \delta u^{\prime}-P w^{\prime} \delta w^{\prime}+E I w^{\prime \prime} \delta w^{\prime \prime}\right) \mathrm{d} x \tag{B.71}
\end{equation*}
$$

where the relation between the bending moment and the deflection is substituted. Finally, assuming appropriate displacement functions for $u$ and $w$, we can obtain the geometric stiffness matrix of Eq.(5.64).

## (2) Timoshenko Beam

Similarly, the geometric stiffness matrix of the Timoshenko beam can be evaluated from a linearized virtual work equation [24]. The internal virtual work term subjected to an applied compression $P$ is given by

$$
\begin{equation*}
\int_{0}^{\ell}\left(E I \vartheta^{\prime} \delta \vartheta^{\prime}-P w^{\prime} \delta w^{\prime}+G k_{\mathrm{T}} A \gamma \delta \gamma\right) \mathrm{d} x . \tag{B.72}
\end{equation*}
$$

Displacement functions are selected by the same scheme explained in App. A. Denoting the applied force vector and the displacement vector by

$$
\{f\} \equiv\left\lfloor\left\lfloor\begin{array}{llll}
S_{1} \ell^{2} / E I & C_{1} \ell / E I & S_{2} \ell^{2} / E I & C_{2} \ell / E I
\end{array}\right]^{\mathrm{T}}, \quad\{u\} \equiv \begin{array}{llll}
w_{1} / \ell & \vartheta_{1} & w_{2} / \ell & \vartheta_{2} \tag{B.73a,b}
\end{array}\right]^{\mathrm{T}},
$$

we obtain an element stiffness equation as

$$
\begin{equation*}
\{f\}=\left(\left(K^{\mathrm{L}}\right)-\frac{P \ell^{2}}{E I}\left(K^{\mathrm{NL}}\right)\right)\{u\}, \tag{B.74}
\end{equation*}
$$

where $\ell$ is the length of one finite element. The matrix ( $K^{\mathrm{NL}}$ ) represents the geometric stiffness matrix. Explicit expressions of these matrices are given by

$$
\left(K^{\mathrm{L}}\right)=\frac{1}{\Delta_{0}}\left(\begin{array}{cccc}
12 & -6 & -12 & -6 \\
& 4+12 \alpha_{\mathrm{T}} & 6 & 2-12 \alpha_{\mathrm{T}} \\
& 12 & 6 \\
\text { Symm. } & & 4+12 \alpha_{\mathrm{T}}
\end{array}\right), \quad\left(K^{\mathrm{NL}}\right)=\frac{1}{\Delta_{0}^{2}}\left(\begin{array}{cccc}
6 \Delta_{1} / 5 & -1 / 10 & -6 \Delta_{1} / 5 & -1 / 10 \\
& 2 / 15+\Delta_{2} & 1 / 10 & -1 / 30-\Delta_{2} \\
& & 6 \Delta_{1} / 5 & 1 / 10 \\
\text { Symm. } & & 2 / 15+\Delta_{2},
\end{array}\right),
$$

(B.75a, b)
where

$$
\begin{equation*}
\Delta_{0} \equiv 1+12 \alpha_{\mathrm{T}}, \quad \Delta_{1} \equiv 1+10 \Delta_{2}, \quad \Delta_{2} \equiv 2 \alpha_{\mathrm{T}}+12 \alpha_{\mathrm{T}}^{2} . \tag{B.76a,b,c}
\end{equation*}
$$

This model corresponds to the first order model with the small-extension approximation explained later on.

## B. 5 Thin-Walled Cylindrical Pipe with Sectional Deformation

## B.5.1 Kinematics

We here include this section in order to introduce a method ${ }^{4}$ to improve and modify beam theories by the Vlasovtype scheme, where an effect of cross-sectional distortion is taken into account through the virtual work equation.

[^35]When a thin-walled cylindrical pipe is subjected to bending, the circular cross-section may deform into an elliptic shape as has been shown in Fig. 5.15. Let the $x$-axis lie through the center of the circular cross-section, and define the $s$-axis along the mid-wall of the section. The $n$-axis is oriented toward the center perpendicular to the $x$ - and $s$-axes. The radius of the mid-wall is denoted by $r_{0}$, and the thickness is $t$, where the radius-thickness ratio $r_{0} / t$ is assumed to be significantly large meaning a very thin-walled pipe. Then the polar coordinate system $(r, \psi)$ on the cross-section can be related to the coordinates introduced above by $r=r_{0}-n$ and $\mathrm{d} s=r_{0} \mathrm{~d} \psi$. This pipe deforms only within the $z-x$ plane. First of all, the strain field as a beam is assumed by

$$
\begin{equation*}
E_{z x}=0, \quad E_{z z}=0 \tag{B.77a,b}
\end{equation*}
$$

As for the sectional deformation, the stress field can be assumed by

$$
\begin{equation*}
S_{n x}=0, \quad S_{s n}=0, \quad S_{n n}=0, \quad S_{s s}^{*}=0, \quad \oint_{s} S_{s x}^{*} \mathrm{~d} s=0 \tag{B.78a,b,c,d,e}
\end{equation*}
$$

where the superscript $*$ indicates quantities on the mid-wall. Therefore the corresponding strain field can be approximately assumed through the Hooke law as

$$
\begin{equation*}
E_{n x}=0, \quad E_{s n}=0, \quad E_{n n}=0, \quad E_{s s}^{*}=0, \quad \oint_{s} E_{s x}^{*} \mathrm{~d} s=0 \tag{B.79a,b,c,d,e}
\end{equation*}
$$

Then the displacement field corresponding to the strain field above can be given by

$$
\begin{align*}
& u=u_{0}+(\bar{\xi} \sin \psi+\bar{\eta} \cos \psi-r \cos \psi) \sin \theta+\bar{u} \cos \theta, \quad v=\bar{\xi} \cos \psi-\bar{\eta} \sin \psi,  \tag{B.80a,b}\\
& w=w_{0}+r \cos \psi+(\bar{\xi} \sin \psi+\bar{\eta} \cos \psi-r \cos \psi) \cos \theta-\bar{u} \sin \theta, \tag{B.80c}
\end{align*}
$$

where the superposed bar indicates displacements relating to the sectional deformation, and the $s, n$ and $x$ components are denoted by $\bar{\xi}, \bar{\eta}$ and $\bar{u}$ respectively. Also, $\theta$ represents the slope of the beam, and since no shear deformation is taken into account, we have a relation as

$$
\begin{equation*}
\tan \theta=-\frac{w_{0}^{\prime}}{1+u_{0}^{\prime}} \tag{B.81}
\end{equation*}
$$

Substitution of these displacement field into the assumption of the strain field in Eq.(B.79) leads to relations as

$$
\begin{align*}
\bar{\xi} & =\bar{\xi}^{*}(\psi, x)-n \cos \alpha_{1} \sin \alpha, \quad \bar{\eta}=\bar{\eta}^{*}(\psi, x)+n\left(\cos \alpha_{1} \cos \alpha-1\right), \quad \bar{u}=-n \sin \alpha_{1}  \tag{B.82a,b,c}\\
\dot{\bar{\xi}}^{*} & =\bar{\eta}^{*}, \quad \tan \alpha(\psi, x)=\frac{\bar{\xi}^{*}+\dot{\bar{\eta}}^{*}}{r_{0}+\dot{\bar{\xi}}^{*}-\bar{\eta}^{*}}, \quad \tan \alpha_{1}(\psi, x)=\frac{\bar{\eta}^{* \prime} \cos \alpha-\bar{\xi}^{*} \sin \alpha}{\sqrt{g_{0}}+\theta^{\prime}(\bar{\xi} \sin \psi+\bar{\eta} \cos \psi-r \cos \psi)} \tag{B.82d,e,f}
\end{align*}
$$

where the superposed dot represents the differentiation with respect to $\psi$, and

$$
\begin{equation*}
g_{0} \equiv\left(1+u_{0}^{\prime}\right)^{2}+\left(w_{0}^{\prime}\right)^{2} \tag{B.83}
\end{equation*}
$$

The angles $\alpha$ and $\alpha_{1}$ denote the inclinations of the cross-section due to the sectional deformation.
We further assume that the magnitude of the sectional deformation is much smaller than that of the global kinematics of the beam, and here linearize quantities relating to the former in comparison with the magnitude of the latter. Then, we assume a pattern of the sectional deformation by some given functions using the scheme of the separation of variables as

$$
\begin{equation*}
\bar{\xi}^{*}=r_{0} f(x) \Phi_{1}(\psi), \quad \bar{\eta}^{*}=r_{0} f(x) \Phi_{2}(\psi) . \tag{B.84a,b}
\end{equation*}
$$

From a mechanical consideration, the major part of the function $\Phi_{2}$ may be $\cos 2 \psi$. Substitution of this function into Eq.(B.79) yields the function $\Phi_{1}$ as

$$
\begin{equation*}
\Phi_{1}=\frac{1}{2} \sin 2 \psi, \quad \Phi_{2}=\cos 2 \psi \tag{B.85a,b}
\end{equation*}
$$

i.e. the section becomes elliptic in shape. Neglecting higher order terms of $f$, we can approximate as follows;

$$
\tan \alpha \simeq \sin \alpha \simeq f \phi, \quad \tan \alpha_{1} \simeq \sin \alpha_{1} \simeq r_{0} f^{\prime} \Phi_{2}, \quad \cos \alpha \simeq 1, \quad \cos \alpha_{1} \simeq 1, \quad \phi \equiv \Phi_{1}+\dot{\Phi}_{2} . \quad(\mathrm{B} \cdot 86 \mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d}, \mathrm{e})
$$

Hence, the displacement field can be expressed by

$$
\begin{align*}
u(x, r, \psi) & =u_{0}(x)+Z \sin \theta(x)-n r_{0} f^{\prime}(x) \Phi_{2} \cos \theta(x),  \tag{B.87a}\\
w(x, r, \psi) & =w_{0}(x)+r \cos \psi+Z \cos \theta(x)+n r_{0} f^{\prime}(x) \Phi_{2} \sin \theta(x),  \tag{B.87b}\\
\xi(x, r, \psi) & =w_{0}(x) \sin \psi+f(x)\left(r_{0} \Phi_{1}-n \phi\right)+Z \sin \psi\{\cos \theta(x)-1\}+n r_{0} f^{\prime}(x) \Phi_{2} \sin \psi \sin \theta(x),  \tag{B.87c}\\
\eta(x, r, \psi) & =w_{0}(x) \cos \psi+r_{0} f(x) \Phi_{2}+Z \cos \psi\{\cos \theta(x)-1\}+n r_{0} f^{\prime}(x) \Phi_{2} \cos \psi \sin \theta(x), \tag{B.87d}
\end{align*}
$$

where $Z$ defines a substantial distance of a particle at $z$ from the $x$-axis; i.e. $\{z+(z$ component of the displacement due to sectional deformation)\} as

$$
\begin{equation*}
Z=\bar{\xi} \sin \psi+\bar{\eta} \cos \psi-r \cos \psi=-r \cos \psi+f Z_{f}, \quad Z_{f} \equiv\left(r_{0} \Phi_{1}-n \phi\right) \sin \psi+r_{0} \Phi_{2} \cos \psi \tag{B.88a,b}
\end{equation*}
$$

When there exists no cross-sectional deformation, the functions $u_{0}$ and $w_{0}$ are the components of the displacement of the centroid. Hence, the unknown function $f(x)$ represents the freedom due to sectional deformation added to the elementary beam theory.

## B.5.2 Governing Equation

Substitution of these kinematics into the virtual work equation in a polar coordinate system yields equilibrium equations as an Euler equation and boundary conditions. The equilibrium equations are obtained as

$$
\begin{align*}
& P_{s s}+N_{f}+M_{f}^{\prime \prime}-M_{s x}^{\prime}-m_{Z f} \cos \theta-m_{X f} \sin \theta-\left(M_{Z f} \sin \theta\right)^{\prime}+\left(M_{X f} \cos \theta\right)^{\prime}=0  \tag{B.89a}\\
& \left(N \cos \theta+M_{X Z}^{\prime} \sin \theta\right)^{\prime}+p_{x}+\left\{\sin \theta\left(-m_{Z Z} \sin \theta+m_{X Z} \cos \theta-f^{\prime} M_{Z f} \cos \theta-f^{\prime} M_{X f} \sin \theta\right)\right\}^{\prime}=0  \tag{B.89b}\\
& \left(-N \sin \theta+M_{X Z}^{\prime} \cos \theta\right)^{\prime}+p_{z}+\left\{\cos \theta\left(-m_{Z Z} \sin \theta+m_{X Z} \cos \theta-f^{\prime} M_{Z f} \cos \theta-f^{\prime} M_{X f} \sin \theta\right)\right\}^{\prime}=0 \tag{B.89c}
\end{align*}
$$

where the first equation represents an equilibrium equation relating to the sectional deformation. The corresponding boundary conditions are expressed by

$$
\begin{align*}
& f=\text { given or }  \tag{B.90a}\\
& \quad M_{s x}-M_{f}^{\prime}+M_{Z f} \sin \theta-M_{X f} \cos \theta=n_{i}\left\{\bar{M}_{Z f}(\cos \theta-1)+\bar{M}_{X f} \sin \theta+\bar{M}_{s f}+\bar{M}_{n f}\right\}, \\
& f^{\prime}=  \tag{B.90b}\\
& u_{0}=\text { given or } M_{f}=n_{i}\left(\bar{M}_{f} \cos \theta-\bar{M}_{f f} \sin \theta\right),  \tag{B.90c}\\
& \quad N \cos \theta+M_{X Z}^{\prime} \sin \theta+\sin \theta\left(-m_{Z Z} \sin \theta+m_{X Z} \cos \theta-f^{\prime} M_{Z f} \cos \theta-f^{\prime} M_{X f} \sin \theta\right)=n_{i} \bar{N}, \\
& w_{0}=  \tag{B.90d}\\
& \text { given or } \\
& \quad-N \sin \theta+M_{X Z}^{\prime} \cos \theta+\cos \theta\left(-m_{Z Z} \sin \theta+m_{X Z} \cos \theta-f^{\prime} M_{Z f} \cos \theta-f^{\prime} M_{X f} \sin \theta\right)=n_{i} \bar{V},  \tag{B.90e}\\
& \theta=
\end{align*}
$$

where the first two equations are additional conditions due to the sectional deformation.
Stress resultants are defined as follows;

$$
\begin{align*}
N & \equiv \int_{A} \sigma \mathrm{~d} A, \quad M_{X Z} \equiv \int_{A} \sigma Z \mathrm{~d} A, \quad N_{f} \equiv \int_{A} \sigma\left(\theta^{\prime} Z_{f}\right) \mathrm{d} A, \quad M_{f} \equiv \int_{A} \sigma\left(-n r_{0} \Phi_{2}\right) \mathrm{d} A  \tag{B.91a,b,c,d}\\
P_{s s} & \equiv \int_{A} S_{s s}\left(-\frac{n}{r} \dot{\phi}\right) \mathrm{d} A, \quad M_{s x} \equiv \int_{A} S_{s x}\left\{r_{0} \Phi_{1}-n\left(\dot{\phi}+\frac{r_{0}}{r} \dot{\Phi}_{2}\right)\right\} \mathrm{d} A \tag{B.91e,f}
\end{align*}
$$

Also, when the ordinary body forces are given by $X_{x}$ and $X_{z}$ and the surface forces at the ends are specified by $F_{s}$, $F_{n}$ and $F_{x}$, we can define generalized applied forces as follows;

$$
\begin{align*}
p_{z} \equiv & \int_{A} X_{z} \mathrm{~d} A, \quad p_{x} \equiv \int_{A} X_{x} \mathrm{~d} A, \quad m_{z z} \equiv \int_{A} X_{z} z \mathrm{~d} A, \quad m_{x z} \equiv \int_{A} X_{x} z \mathrm{~d} A, \quad m_{Z f} \equiv \int_{A} X_{z} Z_{f} \mathrm{~d} A \\
& m_{X f} \equiv \int_{A} X_{x} Z_{f} \mathrm{~d} A, \quad m_{Z Z} \equiv \int_{A} X_{z} Z \mathrm{~d} A=m_{z z}+f m_{Z f}, \quad m_{X Z} \equiv \int_{A} X_{x} Z \mathrm{~d} A=m_{x z}+f m_{X d} \\
& M_{Z f} \equiv \int_{A} X_{z}\left(-n r_{0} \Phi_{2}\right) \mathrm{d} A, \quad M_{X f} \equiv \int_{A} X_{x}\left(-n r_{0} \Phi_{2}\right) \mathrm{d} A \tag{B.92}
\end{align*}
$$

$$
\begin{aligned}
\bar{N} \equiv \int_{A} F_{x} \mathrm{~d} A, \quad \bar{M}_{x z} \equiv \int_{A} F_{x} z \mathrm{~d} A, \quad \bar{M}_{X f} \equiv \int_{A} F_{x} Z_{f} \mathrm{~d} A, \quad \bar{M}_{X Z} \equiv \int_{A} F_{x} Z \mathrm{~d} A=\bar{M}_{x z}+f \bar{M}_{X f}, \\
\bar{M}_{f} \equiv \int_{A} F_{x}\left(-n r_{0} \Phi_{2}\right) \mathrm{d} A, \quad \bar{V} \equiv \int_{A}\left(F_{s} \sin \psi+F_{n} \cos \psi\right) \mathrm{d} A, \\
\bar{M}_{z z} \equiv \int_{A}\left(F_{s} \sin \psi+F_{n} \cos \psi\right) z \mathrm{~d} A, \quad \bar{M}_{Z f} \equiv \int_{A}\left(F_{s} \sin \psi+F_{n} \cos \psi\right) Z_{f} \mathrm{~d} A, \\
\bar{M}_{Z Z} \equiv \int_{A}\left(F_{s} \sin \psi+F_{n} \cos \psi\right) Z \mathrm{~d} A=\bar{M}_{z z}+f \bar{M}_{Z f}, \quad \bar{M}_{f f} \equiv \int_{A}\left(F_{s} \sin \psi+F_{n} \cos \psi\right)\left(-n r_{0} \Phi_{2}\right) \mathrm{d} A, \\
\bar{M}_{s f} \equiv \int_{A} F_{s}\left(r_{0} \Phi_{1}-n \phi\right) \mathrm{d} A, \quad \bar{M}_{n f} \equiv \int_{A} F_{n}\left(r_{0} \Phi_{2}\right) \mathrm{d} A .
\end{aligned}
$$

## B.5.3 Stress Resultants in terms of Displacement

First of all, the axial extension $e$ is approximated under the assumption of small strain as

$$
\begin{equation*}
e \simeq \epsilon+Z \theta^{\prime}-n r_{0} \Phi_{2} f^{\prime \prime}, \quad \epsilon \equiv u_{0}^{\prime}+\frac{1}{2}\left\{\left(u_{0}^{\prime}\right)^{2}+\left(w_{0}^{\prime}\right)^{2}\right\} \tag{B.93a,b}
\end{equation*}
$$

Then one type of stress-strain relations can be given by

$$
\sigma=E e, \quad S_{s s}=E E_{s s}, \quad E_{s s}=-f \frac{n}{r_{0}} \dot{\phi}, \quad S_{s x}=2 G E_{s x}, \quad 2 E_{s x}=r_{0} f^{\prime} \Phi_{1}-n f^{\prime}\left(\phi+\frac{r_{0}}{r} \dot{\Phi}_{2}\right), \quad(\mathrm{B} .94 \mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d}, \mathrm{e})
$$

where $E$ is Young's modulus, and $G$ is the shear modulus. Substituting these relations into the definitions of the stress resultants, we can express them as

$$
\begin{align*}
& N=E A\left(u_{0}^{\prime}+\frac{1}{2}\left\{\left(u_{0}^{\prime}\right)^{2}+\left(w_{0}^{\prime}\right)^{2}\right\}\right), \quad A \equiv \int_{A} \mathrm{~d} A=2 \pi r_{0} t  \tag{B.95a,b}\\
& M_{X Z}=E I_{Z Z} \theta^{\prime}, \quad I_{Z Z} \equiv \int_{A} Z^{2} \mathrm{~d} A=\pi r_{0}^{3} t-f \frac{3 \pi r_{0}^{3} t}{2},  \tag{B.95c,d}\\
& P_{s s}=E A_{1} f, \quad A_{1} \equiv \int_{A}\left(-\frac{n}{r} \dot{\phi}\right)^{2} \mathrm{~d} A=\frac{3 \pi t^{3}}{4 r_{0}},  \tag{B.95e,f}\\
& M_{s x}=G I_{s} f^{\prime}, \quad I_{s} \equiv \int_{A}\left\{r_{0} \Phi_{1}-n\left(\phi+\frac{r_{0}}{r} \dot{\Phi}_{2}\right)\right\}^{2} \mathrm{~d} A=\frac{\pi}{4} r_{0}^{3} t,  \tag{95~g,~h}\\
& N_{f}=E I_{1}\left(\theta^{\prime}\right)^{2}, \quad I_{1} \equiv \int_{A} Z_{f} Z \mathrm{~d} A=-\frac{3 \pi r_{0}^{3} t}{4}+f \frac{5 \pi r_{0}^{3} t}{8},  \tag{B.95i,j}\\
& M_{f}=E I_{2} f^{\prime \prime}, \quad I_{2} \equiv \int_{A}\left(-n r_{0} \Phi_{2}\right)^{2} \mathrm{~d} A=\frac{\pi r_{0}^{3} t^{3}}{12} . \tag{B.95k,l}
\end{align*}
$$

Eventually, the field equation for $f$ becomes a fourth order ordinary differential equation. And, using the virtual work equation, we can also construct a stiffness equation by introduction of an appropriate trial function for $f$ which may be the same as that for $w$.

## B.5.4 Stability Problem

As an example of application, a simply supported beam subjected to uniform bending moment is examined. In order to clarify the effect of sectional deformation, no diaphragm is attached. The bending moment and the sectional deformation become uniform along the $x$-axis because of the uniform bending action. Therefore, the equilibrium Eq.(B.89a) becomes

$$
\begin{equation*}
\left(6+5 \frac{\kappa^{2} r_{0}^{4}}{t^{2}}\right) f=6 \frac{\kappa^{2} r_{0}^{4}}{t^{2}} \tag{B.96}
\end{equation*}
$$

where $\kappa$ is a curvature $\left(\theta^{\prime}\right)$ of the beam axis. Defining non-dimensional curvature and applied moment by

$$
\begin{equation*}
\bar{k} \equiv \frac{\kappa r_{0}^{2}}{t}, \quad \bar{m} \equiv \frac{\bar{M}}{\pi E r_{0} t^{2}} \tag{B.97a,b}
\end{equation*}
$$

we can derive an expression between the applied moment and the sectional deformation as

$$
\begin{equation*}
\bar{m}=\bar{k}\left(1-\frac{3 f}{2}\right) \tag{B.98}
\end{equation*}
$$

from Eq.(B.95). Hence, Eqs.(B.96) and (B.98) yield a relation between the applied moment and the curvature as

$$
\begin{equation*}
\bar{m}=\bar{k}\left(1-\frac{9 \bar{k}^{2}}{6+5 \bar{k}^{2}}\right), \tag{B.99}
\end{equation*}
$$

and the results are plotted in Fig. 5.15 and Fig. B. 3 (1st order).
There reported an analysis [64] of a ring flattened by bending, in which the pattern of deformation of the ring was assumed as

$$
\begin{align*}
& \frac{\bar{\xi}^{*}}{r_{0}}=\left(\frac{k_{0}}{2}\right.\left.+\frac{11 k_{0}^{2}}{6}\right) \sin 2 \psi \\
&+\frac{3}{16} k_{0}^{2} \sin 4 \psi  \tag{B.100a}\\
& \frac{\bar{\eta}^{*}}{r_{0}}=\left(k_{0}\right.\left.+\frac{2 k_{0}^{2}}{3}\right) \cos 2 \psi \\
& \quad+\frac{3}{16} k_{0}^{2}(\cos 4 \psi+3)  \tag{B.100b}\\
& k_{0} \equiv\left(1-v^{2}\right) \bar{k}^{2} \tag{B.100c}
\end{align*}
$$

including nonlinear terms with respect to the curvature $\bar{k}$. Comparison with this expression and Eq.(B.84) shows that the first order terms are identical with each other.

Referring to Eq.(B.100), and replacing $k_{0}$ by the unknown parameter $f$ of the present approach, we can assume an alternative nonlinear pattern as

$$
\begin{aligned}
& \frac{\bar{\xi}^{*}}{r_{0}}=\frac{1}{2} f \sin 2 \psi+\frac{3}{16} f^{2} \sin 4 \psi, \\
& \frac{\bar{\eta}^{*}}{r_{0}}=f \cos 2 \psi+\frac{3}{16} f^{2}(\cos 4 \psi+3) .
\end{aligned}
$$



Fig. B. 3 Simple beam with sectional deformation subjected to uniform bending

Table B. 4 Maximum applied moment of flattened cylinder

|  | Present scheme |  | Reissner's results |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1st order | incl. 2nd order | incl. 3rd order | Numerical |
| $\bar{m}_{\text {MAX }}$ | 0.351 | 0.296 | 0.289 | 0.307 |
| $\bar{k}_{\text {cr }}$ | 0.576 | 0.437 | 0.416 | 0.441 |

Then, formulating the governing equations by the principle of the virtual work, we obtain the sectional deformation as

$$
\begin{equation*}
f=\frac{16}{45 \bar{k}^{2}}\left\{\frac{\bar{k}^{2}}{2}-\frac{3}{4}+\sqrt{\frac{9}{16}-\frac{3 \bar{k}^{2}}{4}+\frac{143 \bar{k}^{4}}{32}}\right\}, \tag{B.101}
\end{equation*}
$$

and a relation between the bending moment and the sectional deformation becomes

$$
\begin{equation*}
\bar{m}=\bar{k}\left(1-\frac{3 f}{2}-\frac{1}{2} f^{2}\right) . \tag{B.102}
\end{equation*}
$$

These Eqs.(B.101) and (B.102) results in a softer response than that by Eq.(B.99). The result is shown by a curve with '2nd order' in Fig. B.3, and comparison with other results is summarized in Table B.4.

## B. 6 Numerical Analysis

## B.6.1 Two-Point Boundary-Value Problems

When a beam system is stated as a two-point boundary value problem, a direct numerical integration of the differential equations can be used even in nonlinear cases. First, setting specified boundary conditions at the left end,
and further assuming approximate values for the other conditions, we can solve the differential equations towards the right end. Of course, the values obtained at the right end do not satisfy any boundary conditions there. Next, letting the differences between the obtained values and the specified values at the right end be specified boundary values there, and solving the corresponding adjoint system of the differential equations from the right to the left, we can evaluate corrections to be given for the boundary values at the left end. Repeating this process, we can solve the two-point boundary value problem. Precise procedure called the 'method of adjoints' can be found in the reference [66]. The systems of the first order ordinary differential equations are enumerated below and summarized in Table B.5.

Let $\ell$ denote the length of the beam, and the following non-dimensional functions and variable are defined as

$$
\begin{align*}
& z_{1} \equiv \frac{(N \cos \vartheta+V \sin \vartheta) \ell^{2}}{E I}, \quad z_{2} \equiv \frac{(-N \sin \vartheta+V \cos \vartheta) \ell^{2}}{E I},  \tag{B.103a,b}\\
& z_{3} \equiv \frac{M \ell}{E I}, \quad z_{4} \equiv \frac{u}{\ell}, \quad z_{5} \equiv \frac{w}{\ell}, \quad z_{6} \equiv \vartheta, \quad(\cdot) \equiv \frac{\mathrm{d}()}{\mathrm{d}(x / \ell)} \tag{B.103c,d,e,f,g}
\end{align*}
$$

Then, the differential equations of the second order model of the extensible beam can be written as

$$
\begin{align*}
& \dot{z}_{1}=-q_{1},  \tag{B.104a}\\
& \dot{z}_{2}=-q_{2},  \tag{B.104b}\\
& \dot{z}_{3}=\left\{1+\beta^{2}\left(1-\alpha_{\mathrm{T}}^{\prime}\right) y_{1}\right\} y_{2},  \tag{B.104c}\\
& \dot{z}_{4}=\left(1+\beta^{2} y_{1}\right) \cos z_{6}+\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{2} \sin z_{6}-1,  \tag{B.104d}\\
& \dot{z}_{5}=-\left(1+\beta^{2} y_{1}\right) \sin z_{6}+\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{2} \cos z_{6},  \tag{B.104e}\\
& \dot{z}_{6}=z_{3}, \tag{B.104f}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{\mathrm{T}}^{\prime} \equiv \frac{E}{k_{\mathrm{T}} G}, \quad y_{1} \equiv z_{1} \cos z_{6}-z_{2} \sin z_{6}, \quad y_{2} \equiv z_{1} \sin z_{6}+z_{2} \cos z_{6}, \quad q_{1} \equiv \frac{p \ell^{3}}{E I}, \quad q_{2} \equiv \frac{q \ell^{3}}{E I} \tag{B.105a,b,c,d,e}
\end{equation*}
$$

and $\alpha_{\mathrm{T}}^{\prime}$ is a modified parameter of $\alpha_{\mathrm{T}}$. On the other hand, for the first order model, three equations of the differential equations above must be replaced by the following equations;

$$
\begin{gather*}
\dot{z}_{3}=y_{2} \frac{1+\beta^{2} y_{1}}{1+\frac{\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{1}}{1+\beta^{2} y_{1}}}, \quad \dot{z}_{4}=\left(1+\beta^{2} y_{1}\right) \cos z_{6}+\frac{\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{2} \sin z_{6}}{1+\frac{\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{1}}{1+\beta^{2} y_{1}}}-1,  \tag{B.106a,b}\\
\dot{z}_{5}=-\left(1+\beta^{2} y_{1}\right) \sin z_{6}+\frac{\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{2} \cos z_{6}}{1+\frac{\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{1}}{1+\beta^{2} y_{1}}} . \tag{B.106c}
\end{gather*}
$$

Furthermore, when the extension is neglected as a small quantity, Eq.(B.104c) of the second order model must be replaced by

$$
\begin{equation*}
\dot{z}_{3}=\left(1-\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{1}\right) y_{2}, \tag{B.107}
\end{equation*}
$$

while, for the first order model, three equations of Eq.(B.106) must be replaced by

$$
\begin{gather*}
\dot{z}_{3}=\frac{y_{2}}{1+\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{1}}, \quad \dot{z}_{4}=\left(1+\beta^{2} y_{1}\right) \cos z_{6}+\frac{\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{2} \sin z_{6}}{1+\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{1}}-1,  \tag{B.108a,b}\\
\dot{z}_{5}=-\left(1+\beta^{2} y_{1}\right) \sin z_{6}+\frac{\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{2} \cos z_{6}}{1+\alpha_{\mathrm{T}}^{\prime} \beta^{2} y_{1}} . \tag{B.108c}
\end{gather*}
$$

Solutions by the direct integration are used for comparison with the FEM solutions in the reference [32].

## B.6.2 Finite Element Approach in Finite Displacement

## (1) A Principle to take into account Finite Rotation under Infinitesimal Strain Condition

We here introduce a finite element [35] to handle finite rotation precisely to some extent within the framework of elasticity. This scheme utilizes the polar decomposition theorem [48] represented by Eq.(10.17) which states that
an arbitrary deformation can be expressed by a product of a finite rotation and an essential deformation (strain). Therefore, as long as the deformation is small enough, an essential elastic deformation of a slender body is also very small when a finite rotation component is extracted from a global large displacement. Then, a stiffness equation can be formulated as follows within the framework of this principle.

Look at an arbitrary finite element in a deformed state, and set a local coordinate system in which $x$-axis lies tangential to the beam axis at the left node in the current state, and other two axes are defined on the cross-section at the node. Then, the shorter the finite element is, the smaller the relative displacement and rotation of the right node to those of the left node become. Therefore, when a local stiffness equation is constructed in terms of the relative displacement and rotation, it can be approximately defined by the stiffness equation of the infinitesimal displacement model. This concept utilizing the polar decomposition theorem can be illustrated in the figure of the reference [35]. Denoting a typical length of the structure by $L$, we define the external force vector and the corresponding displacement vector at the nodes of the finite element by

$$
\boldsymbol{f}_{i} \equiv\left\lfloor\begin{array}{lll}
F_{i} L^{2} / E I & S_{i} L^{2} / E I & C_{i} L / E I
\end{array}\right]^{\mathrm{T}}, \quad \boldsymbol{d}_{i} \equiv\left\lfloor\begin{array}{lll}
u_{i} / L & w_{i} / L & \vartheta_{i} \tag{B.109a,b}
\end{array}\right]^{\mathrm{T}},
$$

and the element stiffness equation of a beam in finite displacements can be approximately given by

$$
\begin{equation*}
\boldsymbol{f}_{1}=\boldsymbol{T} \boldsymbol{k}_{1} \boldsymbol{T}^{\mathrm{T}}\left\{\boldsymbol{d}_{2}-\boldsymbol{d}_{1}-\boldsymbol{D}\right\}, \quad \boldsymbol{f}_{2}=\boldsymbol{T} \boldsymbol{k}_{2} \boldsymbol{T}^{\mathrm{T}}\left\{\boldsymbol{d}_{2}-\boldsymbol{d}_{1}-\boldsymbol{D}\right\} \tag{B.110a,b}
\end{equation*}
$$

The vector in the right-hand side represents the relative displacement vector of the right node to the total displacements of the left node. And, the matrix $\boldsymbol{T}$ is a kind of coordinate transformation matrix in terms of the rotation $\vartheta_{1}$ of the section at the left node, and the vector $\boldsymbol{D}$ represents a rigid-body displacement of the element defined by

$$
\boldsymbol{T} \equiv\left(\begin{array}{ccc}
\cos \vartheta_{1} & \sin \vartheta_{1} & 0  \tag{B.111a,b,c}\\
-\sin \vartheta_{1} & \cos \vartheta_{1} & 0 \\
0 & 0 & 1
\end{array}\right), \quad \boldsymbol{D} \equiv\left[\frac{\cos \vartheta_{1}-1}{\xi} \frac{-\sin \vartheta_{1}}{\xi} 0\right]^{\mathrm{T}}, \quad \xi \equiv \frac{L}{\ell},
$$

where $\ell$ is the length of the finite element. As for the stiffness matrix, for example, one of the Timoshenko beam models in Eq.(B.75) may be employed as follows, although more precise matrices of the two kinds of approximate models are shown in Sec. B.6.2 (3). Decomposing the part of geometric stiffness as

$$
\boldsymbol{k}_{i}=\boldsymbol{k}_{i}^{\mathrm{L}}+z_{0} \boldsymbol{k}_{i}^{\mathrm{NL}}, \quad z_{0} \equiv \frac{(\text { axial force }) L^{2}}{E I}=\left\{\left(\frac{u_{2}-u_{1}}{L}-\frac{\cos \vartheta_{1}-1}{\xi}\right) \cos \vartheta_{1}-\left(\frac{w_{2}-w_{1}}{L}+\frac{\sin \vartheta_{1}}{\xi}\right) \sin \vartheta_{1}\right\} \frac{\xi}{\beta^{2}}
$$

(B.112a, b)
we can write the linear ( L ) and nonlinear ( NL ) parts as

$$
\begin{align*}
& \boldsymbol{k}_{1}^{\mathrm{L}} \equiv\left(\begin{array}{ccc}
-\frac{\xi}{\beta^{2}} & 0 & 0 \\
0 & -\frac{12 \xi^{3}}{\Delta_{0}} & -\frac{6 \xi^{2}}{\Delta_{0}} \\
0 & \frac{6 \xi^{2}}{\Delta_{0}} & \frac{(2-12 \phi) \xi}{\Delta_{0}}
\end{array}\right), \quad \boldsymbol{k}_{1}^{\mathrm{NL}} \equiv\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -\frac{6 \Delta_{1} \xi}{5 \Delta_{0}^{2}} & -\frac{1}{10 \Delta_{0}^{2}} \\
0 & \frac{1}{10 \Delta_{0}^{2}} & \frac{-1 / 30-\Delta_{2}}{\xi \Delta_{0}^{2}}
\end{array}\right)  \tag{B.113a,b}\\
& \boldsymbol{k}_{2}^{\mathrm{L}} \equiv\left(\begin{array}{ccc}
\frac{\xi}{\beta^{2}} & 0 & 0 \\
& \frac{12 \xi^{3}}{\Delta_{0}} & \frac{6 \xi^{2}}{\Delta_{0}} \\
\text { Symm. } & \frac{(4+12 \phi) \xi}{\Delta_{0}}
\end{array}\right), \quad \boldsymbol{k}_{2}^{\mathrm{NL}} \equiv\left(\begin{array}{ccc}
0 & 0 & 0 \\
& \frac{6 \Delta_{1} \xi}{5 \Delta_{0}^{2}} & \frac{1}{10 \Delta_{0}^{2}} \\
\text { Symm. } & \frac{2 / 15+\Delta_{2}}{\xi \Delta_{0}^{2}}
\end{array}\right)
\end{align*}
$$

where

$$
\beta \equiv \frac{\sqrt{I / A}}{L}, \quad \alpha \equiv \frac{E}{G k_{\mathrm{T}}}, \quad \phi \equiv \alpha \beta^{2} \xi^{2}, \quad \Delta_{0} \equiv 1+12 \phi, \quad \Delta_{1} \equiv 1+10 \Delta_{2}, \quad \Delta_{2} \equiv 2 \phi+12 \phi^{2} . \quad(\mathrm{B} .114 \mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{~d}, \mathrm{e}, \mathrm{f})
$$

Then, the Newton-Raphson method may be employed to solve Eq.(B.110), in which the tangent stiffness $\boldsymbol{k}_{t}$ can be evaluated by differentiating Eq.(B.110) with respect to $\boldsymbol{d}_{i}$ to obtain

$$
\boldsymbol{k}_{t}=\left(\begin{array}{llllll}
\boldsymbol{H}_{11} & \boldsymbol{H}_{12} & \boldsymbol{H}_{13}+\boldsymbol{S}_{1} & \boldsymbol{H}_{14} & \boldsymbol{H}_{15} & \boldsymbol{H}_{16}  \tag{B.115}\\
\boldsymbol{H}_{21} & \boldsymbol{H}_{22} & \boldsymbol{H}_{23}+\boldsymbol{S}_{2} & \boldsymbol{H}_{24} & \boldsymbol{H}_{25} & \boldsymbol{H}_{26}
\end{array}\right)+\left\{\begin{array}{l}
\boldsymbol{P}_{1} \\
\boldsymbol{P}_{2}
\end{array}\right\}\left\lfloor-\cos \vartheta_{1} \sin \vartheta_{1} g \cos \vartheta_{1}-\sin \vartheta_{1} 0\right\rfloor,
$$



Fig. B. 4 Displacements of the crown of deep beam with hinged-fixed ends
where

$$
\left.\begin{array}{rl}
\boldsymbol{H}_{i} & \equiv \begin{array}{lllll}
\boldsymbol{H}_{i 1} & \boldsymbol{H}_{i 2} & \boldsymbol{H}_{i 3} & \boldsymbol{H}_{i 4} & \boldsymbol{H}_{i 5}
\end{array} \boldsymbol{H}_{i 6}
\end{array}\right]=\boldsymbol{T} \boldsymbol{k}_{i} \boldsymbol{T}^{\mathrm{T}} \boldsymbol{C}, \quad \boldsymbol{S}_{i} \equiv\left(\boldsymbol{Q} \boldsymbol{k}_{i} \boldsymbol{T}^{\mathrm{T}}+\boldsymbol{T} \boldsymbol{k}_{i} \boldsymbol{Q}^{\mathrm{T}}\right)\left(\boldsymbol{d}_{2}-\boldsymbol{d}_{1}-\boldsymbol{D}\right), \quad\left(\begin{array}{cccc}
\boldsymbol{P}_{i} & \equiv \xi \boldsymbol{T} \boldsymbol{k}_{i}^{\mathrm{NL}} \boldsymbol{T}^{\mathrm{T}}\left(\boldsymbol{d}_{2}-\boldsymbol{d}_{1}-\boldsymbol{D}\right) / \beta^{2}, \\
\boldsymbol{C} & \equiv\left(\begin{array}{ccccc}
-1 & 0 & -\sin \vartheta_{1} / \xi & 1 & 0 \\
0 & -1 & -\cos \vartheta_{1} / \xi & 0 & 1 \\
0 \\
0 & 0 & -1 & 0 & 0 \\
1
\end{array}\right), \quad \boldsymbol{Q} \equiv\left(\begin{array}{ccc}
\sin \vartheta_{1} & -\cos \vartheta_{1} & 0 \\
\cos \vartheta_{1} & \sin \vartheta_{1} & 0 \\
0 & 0 & 0
\end{array}\right) \\
g & \equiv\left\{\left(u_{2}-u_{1}\right) / L-\left(\cos \vartheta_{1}-1\right) / \xi\right\} \sin \vartheta_{1}+\left\{\left(w_{2}-w_{1}\right) / L+\sin \vartheta_{1} / \xi\right\} \cos \vartheta_{1} .
\end{array}\right.
$$

Suppose that an approximate solution at the ( $n$ )-th step is obtained, we can evaluate unbalanced force by Eq.(B.110), and the $(n+1)$-th step solution can be calculated using the tangent stiffness matrix in Eq.(B.115) as

$$
\left\{\begin{array}{l}
\boldsymbol{d}_{1}  \tag{B.117}\\
\boldsymbol{d}_{2}
\end{array}\right\}^{(n+1)}=\left\{\begin{array}{l}
\boldsymbol{d}_{1} \\
\boldsymbol{d}_{2}
\end{array}\right\}^{(n)}+\left(\boldsymbol{k}_{t}^{(n)}\right)^{-1}\left\{\begin{array}{l}
\boldsymbol{f}_{1}-\left\{\boldsymbol{T} \boldsymbol{k}_{1} \boldsymbol{T}^{\mathrm{T}}\left(\boldsymbol{d}_{2}-\boldsymbol{d}_{1}-\boldsymbol{D}\right)\right\}^{(n)} \\
\boldsymbol{f}_{2}-\left\{\boldsymbol{T} \boldsymbol{k}_{2} \boldsymbol{T}^{\mathrm{T}}\left(\boldsymbol{d}_{2}-\boldsymbol{d}_{1}-\boldsymbol{D}\right)\right\}^{(n)}
\end{array}\right\} .
$$

The vector in the second term of the right-hand side of this equation represents the unbalanced force at the (n)-th step. Convergence can be controlled by a criterion such as

$$
\frac{\left|\boldsymbol{d}^{(n+1)}-\boldsymbol{d}^{(n)}\right|}{\left|\boldsymbol{d}^{(n+1)}\right|}<\text { tolerance, } \quad \boldsymbol{d} \equiv\left\{\begin{array}{l}
\boldsymbol{d}_{1}  \tag{B.118a,b}\\
\boldsymbol{d}_{2}
\end{array}\right\} .
$$

## (2) Numerical Examples

Fig. B. 4 shows a response of the structure examined in the reference [12]. Similarly, in Fig. B.5, several bifurcated paths $\mathrm{AA}^{\prime}$ and $\mathrm{BB}^{\prime}$ of the shallow arch simulated in the reference [128], where the path $\mathrm{BB}^{\prime}$ is found by our calculation. Although the tangent stiffness matrix is not symmetric, several eigenvalues of the matrix become negative at the bifurcation points. Fig. B. 6 simulates an out-of-plane behavior of a cable-stayed bridge, where the applied force is kept pointed toward the fixed end and a small initial imperfection is introduced to trigger the buckling. Figs. 5.13 and 5.14 in Sec. 5.3 show other results calculated by the same program. Figs. B. 7 and B. 8 illustrate a large rotational displacement of a linked bar examined in an exercise of the reference [5], where $\ell / \sqrt{I / A}=1,000, a / e=1 / 4$ and $e / a=0.04016$.

The program developed utilizes the skyline method explained in the reference [17] in order to save memory size of storage for the matrices, and uses the arc-length method developed in the reference [128] to trace many unstable responses stably. We install all the four approximate models formulated in Sec. B.3.4 and summarized in Table B. $5^{5}$ in this program, and its FORTRAN source code with sample data can be downloaded through the Internet from the URL given in the preface of this textbook.

[^36]

Fig. B. 5 Shallow arch


Fig. B. 7 Linked bar subjected to compression


Fig. B. 6 Column loaded toward its base


Fig. B. 8 Unstable response of link

## (3) General Stiffness Matrices

We here introduce explicit expressions of the stiffness matrices in Eq.(B.112) for the two approximate models; i.e. the first order (B) model and the second order (A) model. Their construction scheme can be found in the reference [32], and they are approximate stiffness matrices in the linearized finite displacement theory; i.e. the beam-column models. Letting $f \equiv\left\lfloor f_{1} f_{2}\right\rfloor^{\mathrm{T}}$, we decompose the matrix as follows;

$$
\boldsymbol{f}=\left(\boldsymbol{K}^{\mathrm{L}}+\boldsymbol{K}_{\mathrm{m}}^{\mathrm{NL}}\right) \boldsymbol{d} \quad(\mathrm{m}=\mathrm{A}, \mathrm{~B}), \quad \boldsymbol{K}^{\mathrm{L}}=\left(\begin{array}{cc}
\boldsymbol{K}_{1}^{\mathrm{L}} & \boldsymbol{K}_{2}^{\mathrm{L}}  \tag{B.119a,b,c}\\
\boldsymbol{K}_{2}^{\mathrm{LT}} & \boldsymbol{K}_{3}^{\mathrm{L}}
\end{array}\right), \quad \boldsymbol{K}_{\mathrm{m}}^{\mathrm{NL}}=z\left(\begin{array}{cc}
{ }^{\mathrm{m}} \boldsymbol{K}_{1}^{\mathrm{NL}} & { }^{\mathrm{m}} \boldsymbol{K}_{2}^{\mathrm{NL}} \\
{ }^{\mathrm{m}} \boldsymbol{K}_{2}^{\mathrm{NT}} & { }^{\mathrm{m}} \boldsymbol{K}_{3}^{\mathrm{NL}}
\end{array}\right),
$$

where the subscript ' m ' is either ' A ' or ' B ' and distinguishes the two shearing constitutive models of the Timoshenko beam theory (Table B.5). Denoting the element length by $L$, we can write these stiffness matrices in finite displacements explicitly as

$$
\boldsymbol{K}_{1}^{\mathrm{L}} \equiv\left(\begin{array}{ccc}
\frac{1}{\beta^{2}} & 0 & 0 \\
0 & \frac{12}{(1+\epsilon)^{2} \Delta} & -\frac{6}{(1+\epsilon) \Delta} \\
\text { Symm. } & & \frac{4+12 \Psi}{\Delta}
\end{array}\right), \quad \boldsymbol{K}_{2}^{\mathrm{L}} \equiv\left(\begin{array}{ccc}
-\frac{1}{\beta^{2}} & 0 & 0 \\
0 & -\frac{12}{(1+\epsilon)^{2} \Delta} & -\frac{6}{(1+\epsilon) \Delta} \\
0 & \frac{6}{(1+\epsilon) \Delta} & \frac{2-12 \Psi}{\Delta}
\end{array}\right),
$$

Table B. 5 Several finite-displacement models: buckling formulae and stiffness matrices $\left[()^{\prime} \equiv \mathrm{d}()^{\prime} \mathrm{d} x\right]$

| extensible |  |  | small-extension approximation |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| BernoulliEuler beam | Timoshenko beam |  | BernoulliEuler beam | Timoshenko beam |  |
|  | 2nd order (A) | 1st order (B) |  | 2nd order (A) | 1st order (B) |
| $u^{\prime}=(1+\epsilon) \cos \vartheta+\gamma \sin \vartheta-1, \quad w^{\prime}=-(1+\epsilon) \sin \vartheta+\gamma \cos \vartheta, \quad$ where $\epsilon \neq 0$ only within this row |  |  |  |  |  |
| $(N \cos \vartheta+V \sin \vartheta)^{\prime}+p=0, \quad(-N \sin \vartheta+V \cos \vartheta)^{\prime}+q=0$ |  |  |  |  |  |
| $M^{\prime}-V(1+\epsilon)+N \gamma=0$ <br> Moment equilibrium is rigorously satisfied. |  |  | $M^{\prime}-V+N \gamma=0$Moment equilibrium holds approximately. |  |  |
| $N=E A \epsilon, \quad M=E I \vartheta^{\prime}$ |  |  |  |  |  |
| $\gamma=0$ | $V=G k_{\mathrm{T}} A \gamma$ | $V=\left(G k_{\mathrm{T}} A+\frac{N}{1+\epsilon}\right) \gamma$ | $\gamma=0$ | $V=G k_{\mathrm{T}} A \gamma$ | $V=\left(G k_{\mathrm{T}} A+N\right) \gamma$ |
| Eq.(B.32) | Eq.(B.59) | Eq.(B.56) | $\begin{gathered} \text { Eq.(B.33) } \\ \text { Euler } \end{gathered}$ | Eq.(B.60) <br> mod. Engesser | Eq.(B.58) <br> Engesser |
| $\boldsymbol{K}^{\mathrm{L}}\left(+\boldsymbol{K}_{\mathrm{B}}^{\mathrm{NL}}\right)$ | $\boldsymbol{K}^{\mathrm{L}}+\boldsymbol{K}_{\mathrm{A}}^{\mathrm{NL}}$ | $\boldsymbol{K}^{\mathrm{L}}+\boldsymbol{K}_{\mathrm{B}}^{\mathrm{NL}}$ | $\begin{gathered} \boldsymbol{K}^{\mathrm{L}}\left(+\boldsymbol{K}_{\mathrm{B}}^{\mathrm{NL}}\right) \\ \epsilon=0 \end{gathered}$ | $\begin{gathered} \overline{\boldsymbol{K}^{\mathrm{L}}+\boldsymbol{K}_{\mathrm{A}}^{\mathrm{NL}}} \\ \epsilon=0 \end{gathered}$ | $\begin{gathered} \boldsymbol{K}^{\mathrm{L}}+\boldsymbol{K}_{\mathrm{B}}^{\mathrm{NL}} \\ \epsilon=0 \end{gathered}$ |

$$
\begin{align*}
& \boldsymbol{K}_{3}^{\mathrm{L}} \equiv\left(\begin{array}{ccc}
\frac{1}{\beta^{2}} & 0 & 0 \\
& \frac{12}{(1+\epsilon)^{2} \Delta} & \frac{6}{(1+\epsilon) \Delta} \\
\text { Symm. } & & \frac{4+12 \Psi}{\Delta}
\end{array}\right), \quad{ }^{\mathrm{m}} \boldsymbol{K}_{1}^{\mathrm{NL}} \equiv\left(\begin{array}{ccc}
0 & 0 & 0 \\
& \frac{6 \Delta_{1}^{\mathrm{m}}}{5(1+\epsilon) \Delta^{2}} & -\frac{\Delta_{4}^{\mathrm{m}}}{10 \Delta^{2}} \\
& & \frac{(1+\epsilon)\left(2 / 15+\Delta_{2}^{\mathrm{m}}\right)}{\Delta^{2}}
\end{array}\right),  \tag{B.120}\\
& { }^{\mathrm{m}} \boldsymbol{K}_{2}^{\mathrm{NL}} \equiv\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -\frac{6 \Delta_{1}^{\mathrm{m}}}{5(1+\epsilon) \Delta^{2}} & -\frac{\Delta_{4}^{\mathrm{m}}}{10 \Delta^{2}} \\
0 & \frac{\Delta_{4}^{\mathrm{m}}}{10 \Delta^{2}} & \frac{-(1+\epsilon)\left(1 / 30+\Delta_{3}^{\mathrm{m}}\right)}{\Delta^{2}}
\end{array}\right), \quad{ }^{\mathrm{m}} \boldsymbol{K}_{3}^{\mathrm{NL}} \equiv\left(\begin{array}{ccc}
0 & 0 & 0 \\
& \frac{6 \Delta_{1}^{\mathrm{m}}}{5(1+\epsilon) \Delta^{2}} & \frac{\Delta_{4}^{\mathrm{m}}}{10 \Delta^{2}} \\
& \\
\text { Symm. } & \frac{(1+\epsilon)\left(2 / 15+\Delta_{2}^{\mathrm{m}}\right)}{\Delta^{2}}
\end{array}\right),
\end{align*}
$$

where several non-dimensional parameters are defined by

$$
\begin{align*}
\Delta & \equiv 1+12 \Psi, \quad \Psi \equiv \frac{\alpha_{\mathrm{T}}}{(1+\epsilon)^{2}}, \quad \Delta_{1}^{\mathrm{m}} \equiv\left\{\begin{array}{ll}
1+20 \Psi & (\mathrm{~m}=\mathrm{A}) \\
1+10 \Delta_{2}^{\mathrm{m}} & (\mathrm{~m}=\mathrm{B})
\end{array},\right. \tag{B.121}
\end{align*}, \quad(\mathrm{E})
$$

Also, $z$ and $\epsilon$ can be expressed by

$$
\begin{equation*}
z \equiv \frac{1}{\beta^{2}}\left\{\left(\frac{u_{2}-u_{1}}{L}-\frac{\cos \vartheta_{1}-1}{\xi}\right) \cos \vartheta_{1}-\left(\frac{w_{2}-w_{1}}{L}+\frac{\sin \vartheta_{1}}{\xi}\right) \sin \vartheta_{1}\right\}, \quad \epsilon=z \beta^{2} \tag{B.122a,b}
\end{equation*}
$$

For the Bernoulli-Euler beams, set $\alpha_{\mathrm{T}}=0$. The most precise solutions of beams can be obtained by the Model ' B ' including the extension effects. For any problems in finite rotations, the stiffness matrices $\boldsymbol{k}_{1}^{\mathrm{L}, \mathrm{NL}}$ and $\boldsymbol{k}_{2}^{\mathrm{L}, \mathrm{NL}}$ in Eq.(B.110) must be replaced by $\boldsymbol{K}_{2}^{\text {L,NL }}$ and ${ }^{\mathrm{m}} \boldsymbol{K}_{3}^{\mathrm{L}, \mathrm{NL}}$ respectively (several symbols must be also replaced; e.g. the definition of $L$ is different).

## Appendix C

## Average Characteristics of Composites



Fig. C. 1 Materials with micro-structures and averaging

## C. 1 Materials with Micro-Structures

Composites such as Glass/Carbon-Fiber-Reinforced-Polymers (GFRP, CFRP), concretes and even crystalline metals like steel are not homogeneous, and have micro-structures made of different phases inside materials. For example, concretes are composed of, at least, two different materials such as cement paste and aggregates which have different Young's moduli, $E_{1}$ and $E_{2}$. Rocks have many cracks while many fibers are distributed in FRP's; solid lines in the bottom-left figure of Fig. C. 1 represent cracks in rocks or fibers in FRP's. Soils are composed of grains, air and water. Polycrystals are made of many randomly distributed single crystals which have different orientations and shapes. In most practices of the civil engineering field, however, only the average behavior is usually necessary to design structures, but still it is much better if we can take some effects of such microscopic characteristics into account explicitly. If you use the Finite Element Method (FEM), it is possible to model such micro-structures directly by using certain finite elements. But, since a huge number of elements are needed for that purpose, it is not realistic to solve numerically a Boundary-Value-Problem (BVP) of complicated real structures made of composites. On the other hand, if we can use some analytical estimates of average properties of composites, the number of finite element needed can be significantly reduced. Such analytical approaches can be also used to design the micro-structures such as material, orientation, shape and volume fraction of inhomogeneities in composites. We here explain one of such analytical averaging ${ }^{1}$ methods.

[^37]One of the simplest classical averaging methods is called the Voigt model. Suppose that two kinds of springs with different spring constants, $E_{1}$ and $E_{2}$, are connected parallel to each other as is shown in the left figure of Fig. C.2, and an overall extension $\bar{\epsilon}$ is applied. Then the total resistance can be evaluated by

$$
\bar{\sigma}=(1-f) \sigma_{1}+f \sigma_{2}, \quad \sigma_{1}=E_{1} \bar{\epsilon}, \quad \sigma_{2}=E_{2} \bar{\epsilon}, \quad \text { (C.1a, b, c) }
$$

where $f$ expresses the ratio of the number of the second spring to the total number of two springs. This relation can define an average spring constant (corresponding to the average Young modulus) by


Fig. C. 2 Voigt and Reuss models

$$
\begin{equation*}
\bar{\sigma}=\bar{E} \bar{\epsilon} \quad \rightarrow \quad \bar{E} \equiv(1-f) E_{1}+f E_{2} \quad \text { (Voigt) } \tag{C.2a,b}
\end{equation*}
$$

which is a simple volumetric average of the two Young's moduli. On the other hand, when two springs are aligned straight as is shown in the right figure of Fig. C.2, if an overall force $\bar{\sigma}$ is applied, the total extension becomes

$$
\begin{equation*}
\bar{\epsilon}=(1-f) \epsilon_{1}+f \epsilon_{2}, \quad \epsilon_{1}=\frac{\bar{\sigma}}{E_{1}}, \quad \epsilon_{2}=\frac{\bar{\sigma}}{E_{2}}, \tag{C.3a,b,c}
\end{equation*}
$$

which yields another definition of the average Young modulus as

$$
\begin{equation*}
\bar{\epsilon}=\frac{\bar{\sigma}}{\bar{E}} \quad \rightarrow \quad \bar{E} \equiv\left(\frac{1-f}{E_{1}}+\frac{f}{E_{2}}\right)^{-1} \quad \text { (Reuss). } \tag{C.4a,b}
\end{equation*}
$$

This is a volumetric average of the two compliances, and is called the Reuss model. Can readers accept these averages of Young's modulus? Well, then, how do you average the Poisson ratios?

These two estimates are at present known as the upper and lower bounds of the average Young modulus, and most experimental data are found to lie between these bounds. However, since these bounds are not so close to each other even when $f$ remains small as can be seen in Fig. C.8, they cannot be used in practice and must be improved. The most important factor missing in these averages is the mechanical interactions between the two phases (springs) of composites. Furthermore, the geometric properties such as shapes and orientations of phases (e.g. shape of aggregates in concretes) are not taken into account, so that some more sophisticated mechanical consideration must be necessary in a microscopic sense. We here explain the formulation of averaging based on the 'Micromechanics' ${ }^{2}$ in the book by Mura [56]. For example, curves indexed by 'Mori-Tanaka' in Fig. C. 8 are such estimates called the 'Mori-Tanaka average.' In the same figure, the results ('SC') by Hill's self-consistent method [27] are also shown for comparison.

## C. 2 Inhomogeneity and Inclusion

## C.2.1 Inhomogeneity and Eshelby Solution

Consider a two-phase material containing an infinite number of inhomogeneities randomly distributed in the matrix material. All the inhomogeneities have the same shape and orientation, and have material properties different from those of the matrix. In order to estimate the mechanical field disturbed by existence of the inhomogeneity, we examine a part surrounding one inhomogeneity occupying the region $\Omega$ illustrated in the left figure of Fig. C.3. Both materials are assumed to be isotropically elastic; the Young modulus of the matrix material is $E_{\mathrm{M}}$, and its Poisson's ratio is $v_{\mathrm{M}}$, while the Young modulus of the inhomogeneity is $E_{\mathrm{I}}$, and its Poisson's ratio is $v_{\mathrm{I}}$. The inhomogeneity has an ellipsoidal shape with three principal radii, $a_{1}, a_{2}$ and $a_{3}$.


Fig. C. 3 the Eshelby solution

As is shown in the right figure of Fig. C.3, when only one inhomogeneity is embedded in an infinite body subjected to some applied force $\sigma$ at infinity, Eshelby [18] found that the strain field inside inhomogeneity

[^38]is uniform: i.e. $\epsilon=$ const. in $\Omega$. This conclusion is valid only when the materials are isotropic elastic and when the inhomogeneity has ellipsoidal shape. This famous finding suggests that the disturbed field due to one inhomogeneity of two-phase composites becomes equivalent to the field of a homogeneous infinite body with an 'appropriate' constant residual strain distributed only within the region $\Omega$. Such a residual strain is an inelastic strain just like thermal expansion, and is called 'eigenstrain' $\epsilon^{*}$ in the book [56]. Mura calls the region $\Omega$ with eigenstrain 'inclustion,' while the region of material different from the matrix material is called 'inhomogeneity.' However, in this textbook, we sometimes call the region of 'inhomogeneity' by 'inclusion.' The equivalent replacement of the inhomogeneity by an inclusion is called the 'equivalent inclusion method' [18] explained later on.

## C.2.2 Governing Equations

## (1) Statement of Problem with One Inhomogeneity

Suppose that only one inhomogeneity occupies the region $\Omega$ in an infinite body $D$ as is shown in the left figure of Fig. C.4. The displacement $\boldsymbol{u}$ is related to the total strain $\boldsymbol{\epsilon}$ as

$$
\begin{equation*}
\epsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right) . \tag{C.5}
\end{equation*}
$$

In elastic problems, the constitutive relations of the two materials are expressed by Hooke's law as

$$
\begin{equation*}
\sigma_{i j}=C_{i j k l}^{\mathrm{M}} \epsilon_{k l}=C_{i j k l}^{\mathrm{M}} u_{k, l} \text { in } D-\Omega, \quad \sigma_{i j}=C_{i j k l}^{\mathrm{I}} \epsilon_{k l}=C_{i j k l}^{\mathrm{I}} u_{k, l} \text { in } \Omega, \tag{C.6a,b}
\end{equation*}
$$

where $\boldsymbol{C}^{\mathrm{M}}$ and $\boldsymbol{C}^{\mathrm{I}}$ are the elasticity tensors of the two materials. Incidentally, manipulation about the second equality of both equations above is based on the relation given in Eq.(C.5) and the symmetry of elastic moduli as $C_{i j k l}^{\mathrm{K}}=C_{i j k}^{\mathrm{K}}(\mathrm{K}=\mathrm{m}, \mathrm{I})$. The tensor can be explicitly expressed using the Lamé constans $\mu_{\mathrm{K}}$ and $\lambda_{\mathrm{K}}$ as

$$
\begin{equation*}
C_{i j k l}^{\mathrm{K}}=\mu_{\mathrm{K}}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\lambda_{\mathrm{K}} \delta_{i j} \delta_{k l}, \quad(\mathrm{~K}=\mathrm{M}, \mathrm{I}), \tag{C.7}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta. Also, the Lamé constants are related to Young's modulus and Poisson's ratio as

$$
\begin{equation*}
\mu_{\mathrm{K}}=\frac{E_{\mathrm{K}}}{2\left(1+v_{\mathrm{K}}\right)}, \quad \lambda_{\mathrm{K}}=\frac{v_{\mathrm{K}} E_{\mathrm{K}}}{\left(1+v_{\mathrm{K}}\right)\left(1-2 v_{\mathrm{K}}\right)}, \quad(\mathrm{K}=\mathrm{M}, \mathrm{I}) . \tag{C.8a,b}
\end{equation*}
$$

Without body forces, the equilibrium equations of force and moment are given by

$$
\begin{equation*}
\sigma_{j i, j}=0, \quad \sigma_{i j}=\sigma_{j i} \quad \rightarrow \quad \text { or } \quad \sigma_{i j, j}=0 \tag{C.9a,b,c}
\end{equation*}
$$

Eq.(C.9c) is the result from substitution of Eq.(C.9b) into Eq.(C.9a). The corresponding boundary condition at infinity is specified as

$$
\begin{equation*}
n_{j} \sigma_{j i}=f_{i} \text { at }|x| \rightarrow \infty, \tag{C.10}
\end{equation*}
$$

where $\boldsymbol{n}$ is a unit outer normal vector of the surface at infinity where the force $\boldsymbol{f}$ is applied. Also, the continuity conditions of displacement $\boldsymbol{u}$ and surface traction $(\boldsymbol{v} \cdot \boldsymbol{\sigma})$ must hold on the interface $\partial \Omega$, where $\boldsymbol{v}$ is a unit outer normal of each surface of the two phases.

Therefore, as can be easily imagined, consideration of the continuity condition on the interface $\partial \Omega$ makes the solution procedure of such a two-phase body very complicated. Let the fields of stress and strain be decomposed into a homogeneous one without any inhomogeneities and a disturbed one by the inhomogeneity as

$$
\boldsymbol{\sigma}(\boldsymbol{x})=\boldsymbol{\sigma}^{0}+\boldsymbol{\sigma}^{\mathrm{d}}(\boldsymbol{x}), \quad \boldsymbol{\epsilon}(\boldsymbol{x})=\boldsymbol{\epsilon}^{0}+\boldsymbol{\epsilon}^{\mathrm{d}}(\boldsymbol{x}), \quad \boldsymbol{\sigma}^{\mathrm{d}}(\boldsymbol{x}) \rightarrow 0, \quad \boldsymbol{\epsilon}^{\mathrm{d}}(\boldsymbol{x}) \rightarrow 0 \quad \text { as }|\boldsymbol{x}| \rightarrow \infty, \quad \text { (C.11a, b, c, d) }
$$

where $\boldsymbol{\sigma}^{\mathrm{d}}$ and $\boldsymbol{\epsilon}^{\mathrm{d}}$ represent the stress and strain disturbances due to the existence of the inhomogeneity, and $\boldsymbol{\sigma}^{0}$ is a uniform stress field of the homogeneous body subjected to the applied force $f$ at infinity.

## (2) Inclusion Problem with Eigenstrain

We decompose the original problem into a part of homogeneous state of the body subjected to the applied force and a part of disturbed state due to the inhomogeneity as is shown in the middle two figures of Fig. C.4. The homogeneous state can be easily solved to obtain uniform fields of stress and strain as $\boldsymbol{\sigma}^{0}=\boldsymbol{C}^{\mathrm{M}} \boldsymbol{:} \boldsymbol{\epsilon}^{0}$. As for the disturbed state of the stress $\boldsymbol{\sigma}^{\mathrm{d}}$ and strain $\boldsymbol{\epsilon}^{\mathrm{d}}$, instead of solving the problem of a two-phase body, we solve an


Fig. C. 4 Decomposition of the problem; inhomogeneity ( $\boldsymbol{C}^{1}$ in $\boldsymbol{C}^{\mathrm{M}}$ ) is replaced by an inclusion ( $\boldsymbol{\epsilon}^{*}$ in $\boldsymbol{C}^{\mathrm{M}}$ )
auxiliary problem of a homogeneous body with one inclusion having some residual strain $\boldsymbol{\epsilon}^{*}$ as is shown in the rightmost figure, on the basis of Eshelby's finding mentioned above. Material all over the domain is homogeneous, and its elastic modulus is $\boldsymbol{C}^{\mathrm{M}}$ in this auxiliary problem. But, in the region $\Omega$, there distributes a certain residual strain, $\epsilon^{*}$. This particular residual strain is called the 'eigenstrain.' Evaluation process of the appropriate eigenstrain will be explained later in Sec. C.2.4, and, for the time being, the disturbed state is solved with a given eigenstrain. For simplicity, the superscript ' $d$ ' is omitted below.

Since the eigenstrain is an inelastic strain, the total strain is made of the elastic strain $\boldsymbol{e}$ and the eigenstrain as

$$
\epsilon_{i j}(\boldsymbol{x})=e_{i j}(\boldsymbol{x})+\epsilon_{i j}^{*}(\boldsymbol{x}), \quad \epsilon_{i j}^{*}\left\{\begin{array}{ll}
\neq 0 & \text { in } \Omega  \tag{C.12a,b}\\
=0 & \text { in } D-\Omega
\end{array} .\right.
$$

Then, the Hooke law of Eq.(C.6) must be replaced by the relation between the elastic strain and the stress as

$$
\begin{equation*}
\sigma_{i j}=C_{i j k l} e_{k l}=C_{i j k l}\left(\epsilon_{k l}-\epsilon_{k l}^{*}\right)=C_{i j k l}\left(u_{k, l}-\epsilon_{k l}^{*}\right) \text { in } D, \tag{C.13}
\end{equation*}
$$

where Eqs.(C.5) and (C.12) and the symmetry of the elastic moduli are used. For simplicity, the superscript ' $m$ ' is omitted. Substitution of Eq.(C.13) into Eq.(C.9c) results in the equilibrium equation in terms of the displacement $\boldsymbol{u}$ as

$$
\begin{equation*}
C_{i j k l} u_{k, l j}=C_{i j k l} \epsilon_{k l, j}^{*} \tag{C.14}
\end{equation*}
$$

Since no force is applied at infinity, the boundary condition is given by

$$
\begin{equation*}
n_{j} \sigma_{j i}=0 \text { at }|x| \rightarrow \infty . \tag{C.15}
\end{equation*}
$$

Putting Eq.(C.13) into Eq.(C.15), we express this boundary condition as

$$
\begin{equation*}
n_{j} C_{i j k l} u_{k, l}=n_{j} C_{i j k l} \epsilon_{k l}^{*}=0 \text { at }|\boldsymbol{x}| \rightarrow \infty \quad\left[\because \boldsymbol{\epsilon}^{*}(|\boldsymbol{x}| \rightarrow \infty)=0\right], \tag{C.16}
\end{equation*}
$$

in terms of the displacement $\boldsymbol{u}$. We call this problem the 'inclusion problem.'

## C.2.3 Fourier Analysis

## (1) Fourier Integral and Fourier Transformation

The inclustion problem can be solve by the Fourier analysis. First the eigenstrain $\boldsymbol{\epsilon}^{*}$ is expressed by the Fourier integral as

$$
\begin{equation*}
\epsilon_{i j}^{*}(\boldsymbol{x})=\iiint_{-\infty}^{\infty} \bar{\epsilon}_{i j}^{*}(\boldsymbol{\xi}) \exp (\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \mathrm{d} \boldsymbol{\xi} \tag{C.17}
\end{equation*}
$$

The corresponding Fourier transform $\overline{\boldsymbol{\epsilon}}^{*}$ can be obtained as

$$
\begin{equation*}
\bar{\epsilon}_{i j}^{*}(\boldsymbol{\xi})=\frac{1}{(2 \pi)^{3}} \iiint_{-\infty}^{\infty} \epsilon_{i j}^{*}(\boldsymbol{x}) \exp (-\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{C.18}
\end{equation*}
$$

Similarly, the Fourier integral of the displacement is

$$
\begin{equation*}
u_{i}(\boldsymbol{x})=\iiint_{-\infty}^{\infty} \bar{u}_{i}(\boldsymbol{\xi}) \exp (\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \mathrm{d} \boldsymbol{\xi} \tag{C.19}
\end{equation*}
$$

Substitution of Eqs.(C.17) and (C.19) into Eq.(C.14) yields

$$
-\int_{-\infty}^{\infty} C_{i j k l} \bar{u}_{k}(\boldsymbol{\xi}) \xi_{l} \xi_{j} \exp (\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \mathrm{d} \boldsymbol{\xi}=\int_{-\infty}^{\infty} C_{i j k l} \bar{\epsilon}_{k l}^{*}(\boldsymbol{\xi}) \mathrm{i} \xi_{j} \exp (\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \mathrm{d} \boldsymbol{\xi}
$$

where a triple-integral is abbreviated by a single integral. Equality of the integrands in both sides results in

$$
\begin{equation*}
\left(C_{i j k l} \xi_{l} \xi_{j}\right) \bar{u}_{k}=-\mathrm{i} C_{i j k l} \bar{\epsilon}_{k l}^{*} \xi_{j} \tag{C.20}
\end{equation*}
$$

which is a Fourier transform of the equilibrium Eq.(C.14). Hence comes an algebraic equation for $\overline{\boldsymbol{u}}$ as

$$
\begin{equation*}
K_{i k} \bar{u}_{k}=X_{i}, \tag{C.21}
\end{equation*}
$$

where

$$
K_{i k} \equiv C_{i j k l} \xi_{l} \xi_{j}, \quad X_{i} \equiv-\mathrm{i} C_{i j k l} \bar{\epsilon}_{k l}^{*} \xi_{j}
$$

Then, the Fourier transform of the displacement is obtained from this equation as

$$
\begin{equation*}
\bar{u}_{k}=\left(K_{i k}\right)^{-1} X_{i}=\frac{N_{k i}(\boldsymbol{\xi})}{D(\boldsymbol{\xi})} X_{i}, \tag{C.22}
\end{equation*}
$$

where $N_{i j}$ is a cofactor matrix of the matrix $K_{i j}$, and $D$ is its determinant calculated by

$$
\begin{equation*}
N_{i j}=\frac{1}{2} e_{i k l} e_{j m n} K_{m k} K_{n l}, \quad D=\frac{1}{6} e_{i j k} e_{l m n} K_{i l} K_{j m} K_{k n}, \tag{C.23a,b}
\end{equation*}
$$

where $e_{i j k}$ is the permutation symbol. Finally, the displacement can be obtained by the Fourier inverse transformation as

$$
\begin{equation*}
u_{i}(\boldsymbol{x})=-\mathrm{i} \int_{-\infty}^{\infty} C_{j l m n} \bar{\epsilon}_{m n}^{*}(\boldsymbol{\xi}) \xi_{l} N_{i j}(\boldsymbol{\xi}) D^{-1}(\boldsymbol{\xi}) \exp (\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \mathrm{d} \boldsymbol{\xi} \tag{C.24}
\end{equation*}
$$

The corresponding strain and stress are also expressed by the Fourier integrals as

$$
\begin{align*}
\epsilon_{i j}(\boldsymbol{x}) & =\frac{1}{2} \int_{-\infty}^{\infty} C_{k l m n} \bar{\epsilon}_{m n}^{*}(\boldsymbol{\xi}) \xi_{l}\left\{\xi_{j} N_{i k}(\boldsymbol{\xi})+\xi_{i} N_{j k}(\boldsymbol{\xi})\right\} D^{-1}(\boldsymbol{\xi}) \exp (\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \mathrm{d} \boldsymbol{\xi}  \tag{C.25}\\
\sigma_{i j}(\boldsymbol{x}) & =C_{i j k l}\left[\int_{-\infty}^{\infty} C_{p q m n} \bar{\epsilon}_{m n}^{*}(\boldsymbol{\xi}) \xi_{q} \xi_{l} N_{k p}(\boldsymbol{\xi}) D^{-1}(\boldsymbol{\xi}) \exp (\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \mathrm{d} \boldsymbol{\xi}-\epsilon_{k l}^{*}(\boldsymbol{x})\right] \tag{C.26}
\end{align*}
$$

## (2) Green's Function

Substituting Eq.(C.18) into Eq.(C.24), we have

$$
\begin{equation*}
u_{i}(\boldsymbol{x})=-\mathrm{i} \int_{-\infty}^{\infty} \mathrm{d} \boldsymbol{\xi} C_{j l m n} \frac{1}{(2 \pi)^{3}}\left\{\int_{-\infty}^{\infty} \mathrm{d} \boldsymbol{x}^{\prime} \epsilon_{m n}^{*}\left(\boldsymbol{x}^{\prime}\right) \exp \left(-\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}^{\prime}\right)\right\} \xi_{l} N_{i j}(\boldsymbol{\xi}) D^{-1}(\boldsymbol{\xi}) \exp (\mathrm{i} \boldsymbol{\xi} \cdot \boldsymbol{x}) \tag{C.27}
\end{equation*}
$$

If we define a function $\boldsymbol{G}$ by

$$
\begin{equation*}
G_{i j}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right) \equiv \frac{1}{(2 \pi)^{3}} \int_{-\infty}^{\infty} \mathrm{d} \boldsymbol{\xi} N_{i j}(\boldsymbol{\xi}) D^{-1}(\boldsymbol{\xi}) \exp \left\{\mathrm{i} \boldsymbol{\xi} \cdot\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)\right\} \tag{C.28}
\end{equation*}
$$

then the displacement in the above equation can be rewritten as

$$
\begin{equation*}
u_{i}(\boldsymbol{x})=-\int_{-\infty}^{\infty} C_{j l m n} \epsilon_{m n}^{*}\left(\boldsymbol{x}^{\prime}\right)\left(\frac{\partial G_{i j}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)}{\partial x_{l}}\right) \mathrm{d} \boldsymbol{x}^{\prime} \tag{C.29}
\end{equation*}
$$

Judging from the form of the integrand, we can call this function $\boldsymbol{G}$ Green's function, because the derivative of $\boldsymbol{G}$ in the integrand expresses 'an influence function of $\boldsymbol{x}$ subjected to a unit eigenstrain at $\boldsymbol{x}$ '. Actually, the function $\boldsymbol{G}$ satisfies the following equation;

$$
\begin{equation*}
C_{i j k l} G_{k m, l j}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)+\delta_{i m} \delta\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)=0 \tag{C.30}
\end{equation*}
$$

where $\delta_{i m}$ is the Kronecker delta while $\delta\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)$ is the Dirac delta function. In three dimensions, $\delta(\boldsymbol{x}-\boldsymbol{c}) \equiv$ $\delta\left(x_{1}-c_{1}\right) \delta\left(x_{2}-c_{2}\right) \delta\left(x_{3}-c_{3}\right)$. Try to prove it in a problem No. 1 of Homework C-1. On the other hand, since the equilibrium equation of an infinite body subjected to an arbitrary body force $X$ is expressed by

$$
\begin{equation*}
C_{i j k l} u_{k, l j}+X_{i}=0 \tag{C.31}
\end{equation*}
$$

comparison of Eq.(C.30) with this equilibrium Eq.(C.31) indicates a physical meaning of the Green function $\boldsymbol{G}$ as follows;

## $G_{k m}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)$ is the displacement component at $\boldsymbol{x}$ in the direction of $x_{k}$ of a body subjected to a unit concentrated force at $\boldsymbol{x}^{\prime}$ in the direction of $x_{m}$.

Namely, it is the same as the influence line in the structural mechanics.
Using derivatives of Eq.(C.29), we can express the strain and stress as

$$
\begin{align*}
\epsilon_{i j}(\boldsymbol{x}) & =-\frac{1}{2} \int_{-\infty}^{\infty} C_{k l m n}^{\mathrm{M}} \epsilon_{m n}^{*}\left(\boldsymbol{x}^{\prime}\right)\left\{\frac{\partial^{2} G_{i k}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)}{\partial x_{l} \partial x_{i}}+\frac{\partial^{2} G_{j k}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)}{\partial x_{l} \partial x_{j}}\right\} \mathrm{d} \boldsymbol{x}^{\prime},  \tag{C.32}\\
\sigma_{i j}(\boldsymbol{x}) & =-C_{i j k l}^{\mathrm{M}}\left[\int_{-\infty}^{\infty} C_{p q m n}^{\mathrm{M}} \epsilon_{m n}^{*}\left(\boldsymbol{x}^{\prime}\right) \frac{\partial^{2} G_{k p}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)}{\partial x_{q} \partial x_{l}} \mathrm{~d} \boldsymbol{x}^{\prime}+\epsilon_{k l}^{*}(\boldsymbol{x})\right] . \tag{C.33}
\end{align*}
$$

The explicit form of Green's function of an isotropic elastic body has been obtained as

$$
\begin{align*}
& D(\boldsymbol{\xi})=\mu_{\mathrm{M}}^{2}\left(\lambda_{\mathrm{M}}+2 \mu_{\mathrm{M}}\right) \xi^{6}, \quad N_{i j}(\boldsymbol{\xi})=\mu_{\mathrm{M}} \xi^{2}\left\{\left(\lambda_{\mathrm{M}}+2 \mu_{\mathrm{M}}\right) \delta_{i j} \xi^{2}-\left(\lambda_{\mathrm{M}}+\mu_{\mathrm{M}}\right) \xi_{i} \xi_{j}\right\},  \tag{C.34a,b}\\
& G_{i j}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)=\frac{1}{4 \pi \mu_{\mathrm{M}}} \frac{\delta_{i j}}{\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|}-\frac{1}{16 \pi \mu_{\mathrm{M}}\left(1-v_{\mathrm{M}}\right)} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|, \quad \xi^{2} \equiv \xi_{k} \xi_{k} . \tag{C.34c,d}
\end{align*}
$$

Example: Infinite number of dislocations exist inside crystalline metals, and are kinds of gaps in the layers of atom grid. They are sources of plastic deformation explained in Chap. 9, and can be modeled by some distribution of inelastic strains: i.e. eigenstrains. For example, one screw dislocation is the gap $b$ in the $x_{3}$-direction lying straight to the $x_{1}$-direction as is illustrated in Fig. C.5. The gap $b$ is called the Burgers vector. This gap can be modeled by the distribution of eigenstrain as

$$
\begin{equation*}
\epsilon_{23}^{*}=\frac{1}{2} b H\left(-x_{1}\right) \delta\left(x_{2}\right) \tag{C.35}
\end{equation*}
$$
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where $H(x)$ is the Heaviside function. Since its Fourier transform is

$$
\begin{equation*}
\bar{\epsilon}_{23}^{*}=-\frac{b \delta\left(\xi_{2}\right)}{8 \pi^{2} \mathrm{i} \xi_{1}} \tag{C.36}
\end{equation*}
$$

substitution of this expression into Eq.(C.24) results in zero displacement components in the $x_{1}$ - and $x_{2}$-directions: i.e. $u_{1}=0$ and $u_{2}=0$, while non-zero component in the $x_{3}$-direction is obtained as

$$
\begin{equation*}
u_{3}=-\mathrm{i} \iint_{-\infty}^{\infty} \frac{2}{\xi_{1}^{2}+\xi_{2}^{2}} \frac{-b}{8 \pi^{2} \mathrm{i} \xi_{1}} \xi_{2} \exp \left\{\mathrm{i}\left(\xi_{1} x_{1}+\xi_{2} x_{2}\right)\right\} \mathrm{d} \xi_{1} \mathrm{~d} \xi_{2}=\frac{b}{2 \pi} \tan ^{-1} \frac{x_{2}}{x_{1}}, \tag{C.37}
\end{equation*}
$$

which is eventually a multivalued function representing the gap of $b$ in the $x_{3}$-direction along the negative part of the $x_{1}$-axis.

## (3) Eshelby Tensor - Isotropic Case

Assume that the material is isotropically elastic, and that the inclusion has an ellipsoidal shape. As a result from Eshelby's finding, when the eigenstrain inside $\Omega$ is uniform, the strain field is also uniform inside $\Omega$ but decays as $|\boldsymbol{x}|$ goes to infinity. In such a case, the eigenstrain $\boldsymbol{\epsilon}^{*}$ in Eq.(C.32) can be put out of the integrand, and the equation can be integrated to find a symbolic relation as

$$
\begin{equation*}
\epsilon_{i j}(\boldsymbol{x})=S_{i j k l}(\boldsymbol{x}) \epsilon_{k l}^{*} . \tag{C.38}
\end{equation*}
$$

Then, inside the region of inclusion $\Omega$, the fourth-order tensor $S(x)$ becomes uniform: i.e. $\boldsymbol{S}(\boldsymbol{x})=$ const. $(x \in \Omega)$, and depends only on the Poisson ratio of the matrix material and the ratios of the principal radii $a_{i}(i=1,2,3)$ of the inclusion. This tensor $S$ is called the Eshelby tensor [56]. Especially when the inclusion has a spherical shape, its components inside $\Omega$ are expressed by

$$
\begin{equation*}
S_{i j k l}=\alpha \frac{1}{3} \delta_{i j} \delta_{k l}+\beta\left\{\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)-\frac{1}{3} \delta_{i j} \delta_{k l}\right\}=\alpha A_{i j k l}+\beta B_{i j k l}, \tag{C.39}
\end{equation*}
$$
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where

$$
\begin{equation*}
\alpha \equiv \frac{1+v_{\mathrm{M}}}{3\left(1-v_{\mathrm{M}}\right)}, \quad \beta \equiv \frac{2\left(4-5 v_{\mathrm{M}}\right)}{15\left(1-v_{\mathrm{M}}\right)} \tag{C.40a,b}
\end{equation*}
$$

And, these two tensors $\boldsymbol{A}$ and $\boldsymbol{B}$ are the basic isotropic tensors defined by

$$
\begin{equation*}
A_{i j k l} \equiv \frac{1}{3} \delta_{i j} \delta_{k l}, \quad B_{i j k l} \equiv \frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)-\frac{1}{3} \delta_{i j} \delta_{k l}, \tag{C.41a,b}
\end{equation*}
$$

and have a special property of 'orthogonality' as

$$
\begin{equation*}
A_{i j m n} B_{m n k l}=0 . \tag{C.42}
\end{equation*}
$$

Using these isotropic tensors, we can express the isotropic elasticity tensor as

$$
\begin{equation*}
C_{i j k l}^{\mathrm{M}}=3 \kappa_{\mathrm{M}} \frac{1}{3} \delta_{i j} \delta_{k l}+2 \mu_{\mathrm{M}}\left\{\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)-\frac{1}{3} \delta_{i j} \delta_{k l}\right\}=3 \kappa_{\mathrm{M}} A_{i j k l}+2 \mu_{\mathrm{M}} B_{i j k l} \tag{C.43}
\end{equation*}
$$

where $\kappa_{\mathrm{M}}$ is the bulk modulus related to the Lamé constants as

$$
\begin{equation*}
\kappa_{\mathrm{M}} \equiv \lambda_{\mathrm{M}}+\frac{2}{3} \mu_{\mathrm{M}} \tag{C.44}
\end{equation*}
$$

Namely, the component relating to $\boldsymbol{A}$ represents the volumetric part of deformation, while the component of $\boldsymbol{B}$ is the shearing part. Similarly, the identity tensor $\boldsymbol{I}$ can be written as

$$
\begin{equation*}
I_{i j k l}=1 \frac{1}{3} \delta_{i j} \delta_{k l}+1\left\{\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)-\frac{1}{3} \delta_{i j} \delta_{k l}\right\}=1 A_{i j k l}+1 B_{i j k l} \tag{C.45}
\end{equation*}
$$

Nemat-Nasser and Hori [60] define a short-hand notation of fourth-order isotropic tensors specifying only the coefficients of $\boldsymbol{A}$ and $\boldsymbol{B}$ as

$$
\begin{equation*}
\boldsymbol{S}=(\alpha, \beta), \quad \boldsymbol{C}^{\mathrm{M}}=\left(3 k_{\mathrm{M}}, 2 \mu_{\mathrm{M}}\right), \quad \boldsymbol{I}=(1,1) \tag{C.46a,b,c}
\end{equation*}
$$

Using the orthogonality of Eq.(C.42), we can carry out manipulations of fourth-order tensors easily as follows;

$$
\begin{equation*}
\boldsymbol{S}-\boldsymbol{I}=(\alpha-1, \beta-1), \quad\left(\boldsymbol{C}^{\mathrm{M}}\right)^{-1} \boldsymbol{S}=\left(\frac{\alpha}{3 k_{\mathrm{M}}}, \frac{\beta}{2 \mu_{\mathrm{M}}}\right) \tag{C.47a,b}
\end{equation*}
$$

This kind of manipulation is quite useful in solving inclusion problems with a spherical inhomogeneity without using any numerical tools of computations; e.g. you can easily solve a problem No. 2 of Homework C-1.

## C.2.4 Equivalent Inclusion Method

Let's return to the problem to calculate the fields near one inhomogeneity in an infinite body subjected to the applied forces at infinity as is depicted in the left figure of Fig. C.6. Eshelby's finding [18] ensures us that the strain field inside $\Omega$ is uniform, as long as the ellipsoidal elastic inhomogeneity is embedded in the isotropically elastic infinite body. This conclusion suggests that it is enough to solve a certain corresponding auxiliary problem
with a certain eigenstrain $\epsilon^{*}$ given in $\Omega$ as is illustrated in the right figure of Fig. C.6. In the previous section, the eigenstrain is a given function. But, in this section, we show one method to evaluate the value of the eigenstrain appropriate for the original inclusion problem.

After the decomposition explained in Fig. C.4, the uniform stress and strain fields $\boldsymbol{\sigma}^{0}$ and $\boldsymbol{\epsilon}^{0}$ can be easily solved to obtain

$$
\begin{equation*}
\boldsymbol{\sigma}^{0}=\boldsymbol{C}^{\mathrm{M}}: \boldsymbol{\epsilon}^{0} \tag{C.48}
\end{equation*}
$$

Let $\sigma_{i j}(\boldsymbol{x})$ and $\epsilon_{i j}(\boldsymbol{x})$ denote the disturbed fields of stress and strain, and we can express the Hooke law as follows;

$$
\begin{equation*}
\sigma_{i j}^{0}+\sigma_{i j}(\boldsymbol{x})=C_{i j k l}^{\mathrm{M}}\left(\epsilon_{k l}^{0}+\epsilon_{k l}(\boldsymbol{x})\right) \text { in } D-\Omega, \quad \sigma_{i j}^{0}+\sigma_{i j}(\boldsymbol{x})=C_{i j k l}^{\mathrm{I}}\left(\epsilon_{k l}^{0}+\epsilon_{k l}(\boldsymbol{x})\right) \text { in } \Omega . \tag{C.49a,b}
\end{equation*}
$$

And, Eshelby [18] showed

$$
\begin{equation*}
\epsilon_{i j}(\boldsymbol{x})=\text { const. in } \Omega \tag{C.50}
\end{equation*}
$$

As has been explained, this original problem is not so easy to solve directly because there exists a difficulty in satisfying the continuity condition on the interface surrounding the inhomogeneity. However, it becomes relatively easy to solve the auxiliary problem as is shown in the rightmost figure of Fig. C.4. Then the corresponding auxiliary problem subjected to the applied force is depicted in the right figure of Fig. C.6. If we can find the eigenstrain $\boldsymbol{\epsilon}^{*}$ so that the fields in both the figures of Fig. C. 6 become equivalent to each other, the original two-phase problem is considered to be solved indirectly. This approach is called the 'equivalent inclusion method,' and the expression of the stress field in Eq.(C.49b) can be replaced by the following relation;

$$
\begin{equation*}
\sigma_{i j}^{0}+\sigma_{i j}(\boldsymbol{x})=C_{i j k l}^{\mathrm{M}}\left(\epsilon_{k l}^{0}+\epsilon_{k l}(\boldsymbol{x})-\epsilon_{k l}^{*}\right) \tag{C.51}
\end{equation*}
$$

where the eigenstrain is specified as

$$
\epsilon_{i j}^{*} \begin{cases}=0 & \text { in } D-\Omega  \tag{C.52}\\ \neq 0 & \text { in } \Omega \text { (unknown but uniform) }\end{cases}
$$

Consequently, the value of the eigenstrain $\epsilon^{*}$ must be evaluated by equating the right hand sides of Eqs.(C.49b) and (C.51) as

$$
\begin{equation*}
C_{i j k l}^{\mathrm{I}}\left(\epsilon_{k l}^{0}+\epsilon_{k l}\right)=C_{i j k l}^{\mathrm{M}}\left(\epsilon_{k l}^{0}+\epsilon_{k l}-\epsilon_{k l}^{*}\right) \text { in } \Omega \tag{C.53}
\end{equation*}
$$

Since Eq.(C.38) relates the disturbed strain field to the eigenstrain as

$$
\begin{equation*}
\epsilon_{k l}=S_{k l m n} \epsilon_{m n}^{*}, \tag{C.54}
\end{equation*}
$$

substitution of this equation into Eq.(C.53) results in
$C_{i j k l}^{\mathrm{I}}\left(\epsilon_{k l}^{0}+S_{k l m n} \epsilon_{m n}^{*}\right)=C_{i j k l}^{\mathrm{M}}\left(\epsilon_{k l}^{0}+S_{k l m n} \epsilon_{m n}^{*}-\epsilon_{k l}^{*}\right) \quad \rightarrow \quad\left\{C_{i j k l}^{\mathrm{I}} S_{k l m n}-C_{i j k l}^{\mathrm{M}}\left(S_{k l m n}-I_{k l m n}\right)\right\} \epsilon_{m n}^{*}=\left(C_{i j k l}^{\mathrm{M}}-C_{i j k l}^{\mathrm{I}}\right) \epsilon_{k l}^{0}$.
Hence, the solution of the eigenstrain can be obtained as

$$
\begin{equation*}
\epsilon_{i j}^{*}=\left\{C_{i j m n}^{\mathrm{I}} S_{m n k l}-C_{i j m n}^{\mathrm{M}}\left(S_{m n k l}-I_{m n k l}\right)\right\}^{-1}\left(C_{k l p q}^{\mathrm{M}}-C_{k l p q}^{\mathrm{I}}\right) \epsilon_{p q}^{0} . \tag{C.55}
\end{equation*}
$$

Once the eigenstrain is obtained, the disturbed strain field inside the inhomogeneity can be calculated by substituting Eq.(C.55) into Eq.(C.54), and the corresponding stress field is evaluated from Eq.(C.51).

## Exercises C-1

1. Prove that the function $\boldsymbol{G}$ satisfies Eq.(C.30). Note that the Fourier transform of a periodic function of a single frequency is the Dirac delta function as

$$
\begin{equation*}
\delta\left(\boldsymbol{\xi}^{\prime}-\boldsymbol{\xi}\right)=\frac{1}{(2 \pi)^{3}} \int_{-\infty}^{\infty} \exp \left\{\mathrm{i} \boldsymbol{x} \cdot\left(\boldsymbol{\xi}^{\prime}-\boldsymbol{\xi}\right)\right\} \mathrm{d} \boldsymbol{x} \tag{C.56}
\end{equation*}
$$

2. Obtain the ratios of the stresses inside an inhomogeneity: e.g. the ratios of $\left(\sigma_{12}^{0}+\sigma_{12}\right)$ to $\sigma_{12}^{0}$ and of $\left(\sigma_{k k}^{0}+\sigma_{k k}\right)$ to $\sigma_{k k}^{0}$, using the equivalent inclusion method, when the ratio of shear moduli of the two phases is either $\mu_{\mathrm{I}} / \mu_{\mathrm{M}}=10$ or $1 / 10$ with the same Poisson ratios of $v_{\mathrm{I}}=v_{\mathrm{M}}=0.3$.

## C. 3 Average Properties of Composites

## C.3.1 Mori-Tanaka Average of Elastic Body

The disturbed mechanical fields are created by the existence of the inhomogeneities in the matrix material. These disturbances are introduced by the mechanical interactions between the phases, one of which is the interaction between one inhomogeneity and the matrix. Another source of disturbances is the interaction between many inhomogeneities. When the inhomogeneities are distributed far away from each other, the disturbed strain field can be approximated to become uniform on the basis of Eshelby's discovery, and can be evaluated by the method explained in Sec. C.2. However, if the distance between nearby inhomogeneitis is in the same order of the size of a typical inhomogeneity, the strain in each inhomogeneity is no longer uniform. Recently, the latter interaction has been examined by many researchers (e.g. [40, 77]) under some kinds of assumptions on the geometric distribution pattern of inhomogeneities. We here neglect this latter interaction, and thus, as an approximate approach, we explain one of the averaging methods of characteristics of composites called the 'Mori-Tanaka average' ${ }^{3}$ using the solution obtained in Sec. C.2.

A composite in the left figure of Fig. C. 7 is replaced by a uniform infinite body of the isotropically elastic material with ellispoidal inclusions with some eigenstrains inside as is shown in the right figure of Fig. C.7. Let $\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}$ denote the average strain in the matrix part, and we can write the Hooke law as

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle_{\mathrm{M}}=\boldsymbol{C}^{\mathrm{M}}:\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}} \tag{C.57}
\end{equation*}
$$

where $\langle\cdot\rangle_{\mathrm{M}}$ represents the average over the matrix domain, and $\langle\boldsymbol{\sigma}\rangle_{\mathrm{M}}$ is the average stress in the matrix. An


Fig. C. 7 An equivalent model of composites important magical statement of this method is that the average strain $\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}$ is not defined by an actual average of the evaluated mechanical field but remains unknown hoping that the effect of the neglected interaction between inhomogeneities may be taken into account.

Suppose that one inhomogeneity is added into the portion of the matrix where the strain field is approximately $\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}$. Since there are already a huge number of inhomogeneities, such addition of only one inhomogeneity does not affect the overall mechanical characteristics at all. Therefore, instead of solving this two-phase problem with many inhomogeneities directly, Mori and Tanaka [54] consider the problem of an infinite body having the average strain $\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}$ with only one inclusion. Then, the strain field in this inhomogeneity can be approximated by the field of one inclusion in the infinite body with the strain field $\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}$ explained in Sec. C.2. Let Hooke's law of the inhomogeneity be given by

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle_{\mathrm{I}}=\boldsymbol{C}^{\mathrm{I}}:\langle\boldsymbol{\epsilon}\rangle_{\mathrm{I}} \tag{C.58}
\end{equation*}
$$

and let $\langle\gamma\rangle_{\mathrm{I}}$ denote the disturbed part of the strain, and the total strain inside one inhomogeneity is expressed as

$$
\begin{equation*}
\langle\boldsymbol{\epsilon}\rangle_{\mathrm{I}}=\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}+\langle\boldsymbol{\gamma}\rangle_{\mathrm{I}}, \tag{C.59}
\end{equation*}
$$

where $\langle\cdot\rangle_{\mathrm{I}}$ is the average over the inhomogeneities. On the basis of the equivalent inclusion method, the stress field in the inclusion must satisfy the equivalency condition of Eq.(C.53) as follows;

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle_{\mathrm{I}}=\boldsymbol{C}^{\mathrm{I}}:\left\{\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}+\langle\boldsymbol{\gamma}\rangle_{\mathrm{I}}\right\}=\boldsymbol{C}^{\mathrm{M}}:\left\{\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}+\langle\boldsymbol{\gamma}\rangle_{\mathrm{I}}-\left\langle\boldsymbol{\epsilon}^{*}\right\rangle_{\mathrm{I}}\right\} . \tag{C.60}
\end{equation*}
$$

Since the Eshelby tensor relates the disturbed strain to the eigenstrain as

$$
\begin{equation*}
\langle\gamma\rangle_{\mathrm{I}}=S:\left\langle\epsilon^{*}\right\rangle_{\mathrm{I}}, \tag{C.61}
\end{equation*}
$$

substitution of Eq.(C.61) into Eq.(C.60) yields

$$
\boldsymbol{C}^{\mathrm{I}}:\left\{\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}+\boldsymbol{S}:\left\langle\boldsymbol{\epsilon}^{*}\right\rangle_{\mathrm{I}}\right\}=\boldsymbol{C}^{\mathrm{M}}:\left\{\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}+(\boldsymbol{S}-\boldsymbol{I}):\left\langle\boldsymbol{\epsilon}^{*}\right\rangle_{\mathrm{I}}\right\} .
$$

Several steps of manipulations lead to an expression of the eigenstrain as

$$
\begin{equation*}
\left\langle\boldsymbol{\epsilon}^{*}\right\rangle_{\mathrm{I}}=\left\{\boldsymbol{C}^{\mathrm{M}}-\left(\boldsymbol{C}^{\mathrm{M}}-\boldsymbol{C}^{\mathrm{I}}\right) \boldsymbol{S}\right\}^{-1}\left(\boldsymbol{C}^{\mathrm{M}}-\boldsymbol{C}^{\mathrm{I}}\right):\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}=\left\{\boldsymbol{C}^{\mathrm{M}}-\left(\boldsymbol{C}^{\mathrm{M}}-\boldsymbol{C}^{\mathrm{I}}\right) \boldsymbol{S}\right\}^{-1}\left(\boldsymbol{C}^{\mathrm{M}}-\boldsymbol{C}^{\mathrm{I}}\right)\left(\boldsymbol{C}^{\mathrm{M}}\right)^{-1}:\langle\boldsymbol{\sigma}\rangle_{\mathrm{M}}, \tag{C.62}
\end{equation*}
$$

[^39]where Eq.(C.57) is used, and this Eq.(C.62) is essentially the same as Eq.(C.55). After substitution of Eq.(C.61) into Eq.(C.60), considering the relation of Eq.(C.57), we can express the average stress in the inclusion as
\[

$$
\begin{equation*}
\langle\boldsymbol{\sigma}\rangle_{\mathrm{I}}=\boldsymbol{C}^{\mathrm{M}}:\left\{\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}+(\boldsymbol{S}-\boldsymbol{I}):\left\langle\boldsymbol{\epsilon}^{*}\right\rangle_{\mathrm{I}}\right\}=\langle\boldsymbol{\sigma}\rangle_{\mathrm{M}}+\boldsymbol{C}^{\mathrm{M}}(\boldsymbol{S}-\boldsymbol{I}):\left\langle\boldsymbol{\epsilon}^{*}\right\rangle_{\mathrm{I}} . \tag{C.63}
\end{equation*}
$$

\]

Defining the volume fraction of the inhomogeneity by

$$
\begin{equation*}
f \equiv \frac{\sum V_{\Omega}}{V}, \tag{C.64}
\end{equation*}
$$

we can define an average stress or a macroscopic stress of the composite $\overline{\boldsymbol{\sigma}}$ by a volumetric average as

$$
\begin{equation*}
\overline{\boldsymbol{\sigma}} \equiv \frac{1}{V} \int_{\Omega} \boldsymbol{\sigma} \mathrm{d} V+\frac{1}{V} \int_{D-\Omega} \boldsymbol{\sigma} \mathrm{d} V=\frac{\sum V_{\Omega}}{V}\langle\boldsymbol{\sigma}\rangle_{\mathrm{I}}+\left(\frac{V-\sum V_{\Omega}}{V}\right)\langle\boldsymbol{\sigma}\rangle_{\mathrm{M}}=f\langle\boldsymbol{\sigma}\rangle_{\mathrm{I}}+(1-f)\langle\boldsymbol{\sigma}\rangle_{\mathrm{M}} \tag{C.65}
\end{equation*}
$$

which corresponds to the Voigt average. Furthermore, we here define the corresponding average strain $\overline{\boldsymbol{\epsilon}}$ by

$$
\begin{equation*}
\overline{\boldsymbol{\epsilon}} \equiv f\langle\boldsymbol{\epsilon}\rangle_{\mathrm{I}}+(1-f)\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}} \tag{C.66}
\end{equation*}
$$

which is the same as the Reuss average. It is quite interesting that we employ both the Voigt average Eq.(C.1) and the Reuss average Eq.(C.3) at the same time. Substituting Eqs.(C.57), (C.61) and (C.62) into Eq.(C.66), we have

$$
\begin{equation*}
\overline{\boldsymbol{\epsilon}}=\left(\boldsymbol{C}^{\mathrm{M}}\right)^{-1}:\langle\boldsymbol{\sigma}\rangle_{\mathrm{M}}+f \boldsymbol{S}:\left\langle\boldsymbol{\epsilon}^{*}\right\rangle_{\mathrm{I}} \tag{C.67}
\end{equation*}
$$

Consequently, eliminating $\langle\boldsymbol{\sigma}\rangle_{\mathrm{M}},\langle\boldsymbol{\sigma}\rangle_{\mathrm{I}},\left\langle\boldsymbol{\epsilon}^{*}\right\rangle_{\mathrm{I}}$ and $\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}$ from Eqs.(C.62), (C.63), (C.65) and (C.67), we can express the overall strain in terms of the macroscopic stress as

$$
\begin{equation*}
\overline{\boldsymbol{\epsilon}}=\left[\boldsymbol{C}^{\mathrm{M}}-\left(\boldsymbol{C}^{\mathrm{M}}-\boldsymbol{C}^{\mathrm{I}}\right)\{\boldsymbol{S}-f(\boldsymbol{S}-\boldsymbol{I})\}\right]^{-1}\left[\boldsymbol{C}^{\mathrm{M}}-(1-f)\left(\boldsymbol{C}^{\mathrm{M}}-\boldsymbol{C}^{\mathrm{I}}\right) \boldsymbol{S}\right]\left(\boldsymbol{C}^{\mathrm{M}}\right)^{-1}: \overline{\boldsymbol{\sigma}} . \tag{C.68}
\end{equation*}
$$

As has been mentioned before, no explicit definition of the average strain of the matrix part $\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}$ has been introduced $^{4}$ at all. Let $\overline{\boldsymbol{C}}^{-1}$ denote the average compliance of the composite, the right-hand side of the equation above can be formally put as

$$
\begin{equation*}
\{\text { the right-hand side of Eq.(C.68) }\} \equiv \overline{\boldsymbol{C}}^{-1}: \bar{\sigma} . \tag{C.69}
\end{equation*}
$$

Eventually, the average elastic modulus of the composite are obtained as

$$
\begin{equation*}
\overline{\boldsymbol{C}} \equiv\left[\left[\boldsymbol{C}^{\mathrm{M}}-\left(\boldsymbol{C}^{\mathrm{M}}-\boldsymbol{C}^{\mathrm{I}}\right)\{\boldsymbol{S}-f(\boldsymbol{S}-\boldsymbol{I})\}\right]^{-1}\left[\boldsymbol{C}^{\mathrm{M}}-(1-f)\left(\boldsymbol{C}^{\mathrm{M}}-\boldsymbol{C}^{\mathrm{I}}\right) \boldsymbol{S}\right]\left(\boldsymbol{C}^{\mathrm{M}}\right)^{-1}\right]^{-1} \tag{C.70}
\end{equation*}
$$

In general, it is difficult to calculate the inverse of fourth-order tensors, but the property given in Eq.(C.47) makes it easy as long as the inhomogeneity is spherical in shape, because all the tensors in equations above become isotropic. Otherwise, you can use a manipulation explained by Nemat-Nasser and Hori [60]. As an example, the macroscopic elastic constant of CFRP examined in Sec. 2.4.3 is evaluated by the Mori-Tanaka approach. We set the Young modulus and the Poisson ratio of vinyl-ester synthetic resin matrix as $E_{\mathrm{M}}=2.81 \mathrm{GN} / \mathrm{m}^{2}$ and $v_{\mathrm{M}}=0.274$, while these of the carbon fiber are specified by $E_{\mathrm{I}}=223 \mathrm{GN} / \mathrm{m}^{2}$ and $v_{\mathrm{I}}=0.352$. The volume fraction of the fiber is set at $f=0.5$, and the fiber is modeled by an infinitely long circular cylinder to the $x_{3}$-direction. Then values of the corresponding Eshelby tensor can be found in the book [56], and Eq.(C.70) results in a symmetric matrix by the Voigt-constant notation as

$$
(\bar{C}) \equiv\left(\begin{array}{cccccc}
8.62 & 3.17 & 3.77 & 0 & 0 & 0  \tag{C.71}\\
3.17 & 8.62 & 3.77 & 0 & 0 & 0 \\
3.77 & 3.77 & 115 . & 0 & 0 & 0 \\
0 & 0 & 0 & 3.20 & 0 & 0 \\
0 & 0 & 0 & 0 & 3.20 & 0 \\
0 & 0 & 0 & 0 & 0 & 2.72
\end{array}\right) \quad \mathrm{GN} / \mathrm{m}^{2}
$$

showing transverse isotropy.

[^40]

Fig. C. 8 Comparison with experimental data in the case of spherical inhomogeneity

## C.3.2 Comparison with Experiments

Estimates of the elastic moduli by the Mori-Tanaka approach are compared with the experimental measurements $[65,70]$ in Fig. C.8. Inhomogeneity in the experiments is approximated by a sphere. Dot-dashed curves represent the Voigt and Reuss average, while solid curves show the estimates by the Mori-Tanaka approach. The latter lies between two classical bounds but is closer to the Reuss average, while the experimental data are rather close to the Mori-Tanaka averages. Dotted curves indexed by 'SC' are predictions by Hill's self-consistent method [27] explained later on, which predicts Poisson's ratios quite well independently of the volume fraction. Therefore, as long as the volume fraction $f$ is small, these two analytical estimates are close to each other suggesting that the interaction effect is taken into account properly to some extent. In other words, the classical bounds by Voigt and Reuss models cannot be used in practice at least for composites with particulate inhomogeneities.

Brief explanation of Hill's self-consistent method: This method is similar to the Mori-Tanaka approach, but the inhomogeneities are embedded not in the actual matrix material but in the unknown average material of the composite. It may sound quite reasonable if you remember the first assumption of the Mori-Tanaka approach which is an addition of one inhomogeneity into the matrix portion with the average strain $\langle\boldsymbol{\epsilon}\rangle_{\mathrm{M}}$. Therefore, the prediction of Eq.(C.70) of elastic moduli becomes implicit. For example, when the inhomogeneity is spherical in shape, they become

$$
\begin{equation*}
\bar{\mu}=\mu_{\mathrm{M}}+\frac{f\left(\mu_{\mathrm{I}}-\mu_{\mathrm{M}}\right) \bar{\mu}}{\bar{\mu}+2 S_{1212}\left(\mu_{\mathrm{I}}-\bar{\mu}\right)}, \quad \bar{\kappa}=\kappa_{\mathrm{M}}+\frac{f\left(\kappa_{\mathrm{I}}-\kappa_{\mathrm{M}}\right) \bar{\kappa}}{\bar{\kappa}+\frac{1}{3} S_{i i j j}\left(\kappa_{\mathrm{I}}-\bar{\kappa}\right)}, \tag{C.72a,b}
\end{equation*}
$$

where unknown average moduli appear even in the right-hand sides. Furthermore, the Eshelby tensors depend on the unknown Poisson ratio of the average composite material as

$$
\begin{equation*}
2 S_{1212}=\frac{2(4-5 \bar{v})}{15(1-\bar{v})}, \quad \frac{1}{3} S_{i j i j}=\frac{1+\bar{v}}{3(1-\bar{v})}, \quad \bar{v}=\frac{3 \bar{\kappa}-2 \bar{\mu}}{2(\bar{\mu}+3 \bar{\kappa})} . \tag{C.73a,b,c}
\end{equation*}
$$

The most controversial result is observed in porous materials. By setting the elastic constants of the inhomogeneities zero in order to make them voids, the above equations result in

$$
\begin{equation*}
\frac{\bar{\mu}}{\mu_{\mathrm{M}}}=1-\frac{f}{1-2 S_{1212}}, \quad \frac{\bar{\kappa}}{\kappa_{\mathrm{M}}}=1-\frac{f}{1-\frac{1}{3} S_{i i j j}} \tag{C.74a,b}
\end{equation*}
$$

and the average Poisson ratio is calculated from

$$
\begin{equation*}
\bar{v}=\frac{\left(7+5 v_{\mathrm{M}}\right)-6 f\left(1+v_{\mathrm{M}}\right)-\sqrt{D}}{5\left\{2-3 f\left(1-v_{\mathrm{M}}\right)\right\}}, \tag{C.75}
\end{equation*}
$$

where

$$
\begin{equation*}
D \equiv\left(7-5 v_{\mathrm{M}}\right)^{2}-6 f\left(19-56 v_{\mathrm{M}}+45 v_{\mathrm{M}}^{2}\right)+9 f^{2}\left(9-42 v_{\mathrm{M}}+49 v_{\mathrm{M}}^{2}\right) . \tag{C.76}
\end{equation*}
$$

Strangely enough, the elastic constants are calculated to be zero at $f=0.5$ from these equations. Considering that a volume fraction of one big spherical void fitted in a cube is $f=\pi / 6 \simeq 0.52$, many readers may think this result appropriate. However, since absolute sizes of the inhomogeneities need not to be specified in the formulation above, you can insert as many small spherical voids as possible in the matrix portion outside the one big spherical void at the center, so that you can make the void volume fraction larger than 0.52 just like sponges.

The elastic constants of void are set at zero in the previous example, but we here leave the bulk modulus arbitrary and set

$$
\mu_{\mathrm{I}}=0, \quad \nu_{\mathrm{I}}=0.5, \quad \kappa_{\mathrm{I}}=\text { arbitrary }, \quad k \equiv \frac{\kappa_{\mathrm{I}}}{\kappa_{\mathrm{M}}} \neq 0 .
$$

(C.77a, b, c, d)

Fig. C. 9 shows the results. The average Poisson ratio becomes smaller as $f$ becomes larger but starts increasing near $f=0.5$ to obtain at $f=0.6$

$$
\bar{v}=0.5, \quad \bar{\mu}=0, \quad \frac{\bar{\kappa}}{\kappa_{\mathrm{M}}}=\frac{5 k}{3+2 k} . \quad(\mathrm{C} .78 \mathrm{a}, \mathrm{~b}, \mathrm{c})
$$



Fig. C. 9 Bulk modulus of porous material

However, since the actual bulk modulus of the air is $\kappa_{\mathrm{I}} \simeq 0.14 \mathrm{MN} / \mathrm{m}^{2}$, the ratio of bulk moduli $k$ is about $10^{-6} \sim$ $10^{-5}$ when the matrix material is steel, aluminum, glass or even polyvinyl chloride resin. Therefore, the average elastic constants of porous materials are predicted to be almost zero at $f=0.5$ by Hill's self-consistent method.

## Exercises C-2

3. Derive Eqs.(C.62) and (C.68) first. Calculate the average elastic constants when the inhomogeneity is spherical in shape with $\frac{\mu_{\mathrm{I}}}{\mu_{\mathrm{M}}}=10$ and $v_{\mathrm{M}}=v_{\mathrm{I}}=0.3$. Plot the results in a figure just like Fig. C.8. Next, exchange the materials of the matrix and inhomogeneity and calculate the average elastic constants: i.e. for a two-phase composite with materials ' $A$ ' and ' $B$ ', solve the following two cases;
4. $f \%$ of the spherical material ' A ' is distributed in the material ' B '.
5. $(1-f) \%$ of the spherical material ' B ' is distributed in the material ' A '.

Although the shape of the matrix part is not spherical, both composites are made of the same two materials with the same volume fraction. Do these Mori-Tanaka estimates coincide with each other? Plot the results on a figure relating $\bar{\mu}$ to $f$. It is well known that these two estimates happen to be equal to the predictions called 'Hashin-Shtrikman's upper and lower bounds' [26] explained in Sec. C.3.3 (2) as long as the shape of the inhomogeneity is sphere.

## C.3.3 Application to Elastic-Plastic Composites and Improvement

## (1) Incremental Plasticity and Yield Surface

We can easily extend the Mori-Tanaka estimate in elasticity to apply to the incremental mechanics of plasticity, because the incremental governing equations are formally the same as those of the elastic body in infinitesimal displacements [93, 126, 131]. The local incremental constitutive relations are written as

$$
\begin{equation*}
\langle\dot{\boldsymbol{\sigma}}\rangle_{\mathrm{M}}=\boldsymbol{C}^{\mathrm{M}}:\left(\langle\dot{\boldsymbol{\epsilon}}\rangle_{\mathrm{M}}-\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{M}}\right), \quad\langle\dot{\boldsymbol{\sigma}}\rangle_{\mathrm{I}}=\boldsymbol{C}^{\mathrm{I}}:\left(\langle\dot{\boldsymbol{\epsilon}}\rangle_{\mathrm{M}}+\langle\dot{\gamma}\rangle_{\mathrm{I}}-\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{I}}\right), \tag{C.79a,b}
\end{equation*}
$$

where a quantity with a superposed dot indicates an increment or a rate, and $\dot{\epsilon}^{\mathrm{p}}$ is the plastic strain rate. Substitution of Eq.(C.79a) into Eq.(C.79b) results in

$$
\begin{equation*}
\langle\dot{\boldsymbol{\sigma}}\rangle_{\mathrm{I}}=\boldsymbol{C}^{\mathrm{I}}:\left\{\left(\boldsymbol{C}^{\mathrm{M}}\right)^{-1}:\langle\dot{\boldsymbol{\sigma}}\rangle_{\mathrm{M}}+\langle\dot{\boldsymbol{\gamma}}\rangle_{\mathrm{I}}-\Delta\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{I}}\right\}, \tag{C.80}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{I}} \equiv\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{I}}-\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{M}} \tag{C.81}
\end{equation*}
$$

which is a misfit between two plastic strain rates of the matrix and inhomogeneity. The equivalency condition of the corresponding equivalent inclusion is given by

$$
\begin{equation*}
\langle\dot{\boldsymbol{\sigma}}\rangle_{\mathrm{I}}=\boldsymbol{C}^{\mathrm{I}}:\left\{\left(\boldsymbol{C}^{\mathrm{M}}\right)^{-1}:\langle\dot{\boldsymbol{\sigma}}\rangle_{\mathrm{M}}+\langle\dot{\gamma}\rangle_{\mathrm{I}}-\Delta\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{I}}\right\}=\boldsymbol{C}^{\mathrm{M}}:\left\{\left(\boldsymbol{C}^{\mathrm{M}}\right)^{-1}:\langle\dot{\boldsymbol{\sigma}}\rangle_{\mathrm{M}}+\langle\dot{\gamma}\rangle_{\mathrm{I}}-\left(\Delta\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{I}}+\left\langle\dot{\boldsymbol{\epsilon}}^{*}\right\rangle_{\mathrm{I}}\right)\right\} . \tag{C.82}
\end{equation*}
$$

Then the disturbance due to the misfit of the plastic strain rates can be evaluated by the Eshelby tensor as

$$
\begin{equation*}
\langle\dot{\gamma}\rangle_{\mathrm{I}}=\boldsymbol{S}:\left(\Delta\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{I}}+\left\langle\dot{\boldsymbol{\epsilon}}^{*}\right\rangle_{\mathrm{I}}\right) . \tag{C.83}
\end{equation*}
$$

Just like the elastic case in the previous sections, you can calculate the eigenstrain rate $\dot{\boldsymbol{\epsilon}}^{*}$ from these equations. Eventually, the overall constitutive equation can be expressed as

$$
\begin{equation*}
\dot{\overline{\boldsymbol{\epsilon}}}=\overline{\boldsymbol{C}}^{-1}: \dot{\bar{\sigma}}+\boldsymbol{F}:\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{M}}+\boldsymbol{G}:\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{\mathrm{I}} \tag{C.84}
\end{equation*}
$$

where $\overline{\boldsymbol{C}}$ is the global elastic tensor, and the explicit expressions of $\overline{\boldsymbol{C}}, \boldsymbol{F}$ and $\boldsymbol{G}$ can be found in the references [93, 126]. Note that

$$
\begin{equation*}
\boldsymbol{F} \neq(1-f) \boldsymbol{I}, \quad \boldsymbol{G} \neq f \boldsymbol{I} \tag{C.85a,b}
\end{equation*}
$$

i.e. the overall plastic strain rate is not equal to a volumetric average of the two plastic strain rates of the matrix and inhomogeneity.

As an example, a global yield surface of the composite material of 2124 Al reinforced by SiC examined in the reference [77] is calculated. The yield condition of the aluminum is specified by the Mises model, but SiC remains elastic. SiC is modeled by an aligned prolate-spheroid, the longest principal axis of which lies on the $x_{1}-x_{3}$ plane and is oriented to the direction clockwise from $x_{3}$-axis around $x_{2}$-axis by 60 degrees. Also, we set $a_{1}=a_{2}$ and $a_{3} / a_{1}=2$, and the volume fraction of the inclusion is $13.2 \%$. The yield stress is given by $\sigma_{\mathrm{M}}^{\mathrm{Y}}=700 \mathrm{MN} / \mathrm{m}^{2}$, while the elastic constants are assumed as follows: $E_{\mathrm{M}}=60 \mathrm{GN} / \mathrm{m}^{2}$, $v_{\mathrm{M}}=0.3, E_{\mathrm{I}}=450 \mathrm{GN} / \mathrm{m}^{2}$ and $v_{\mathrm{I}}=0.2$. Circles in Fig. C. 10 [131] represent the contour lines of the macroscopic yield surface. Along each contour circle, the global hydrostatic pressure $\bar{p}$ is kept constant at the indicated value. Although the matrix material cannot yield under the hydrostatic pressure, the composite can become plastic in such an isotropic state of stress because of the microstructures.

## (2) Improvement using Three-Phase Model

The Mori-Tanaka averages improve the classical Voigt and Reuss estimates quite well indicating that the mechanical interactions are properly taken into account to some extent. However, the larger the volume fraction of the inhomogeneity is, the lower the precision of predictions of average characteristics becomes, as is clear from Fig. C.8. On the other hand, Hill's self-consistent method can predict experimental measurements even when the volume fraction of the inhomogeneity is large. This comparison suggests that the choice of the matrix material plays an important role on quantitative improvement of evaluation of average properties within the framework of the Mori-Tanaka approach. We here apply the Mori-Tanaka scheme to a three-phase composite in order to predict the average characteristics of two-phase materials [36].

In estimating the average elasticity of a composite of two materials ' 1 ' and ' 2 ', we temporarily treat these two materials as two inhomogeneities and put them into another arbitrary matrix material ' M '. After averaging this three-phase composite by the Mori-Tanaka approach, we take a limit so that the volume fraction of the matrix material ' M ' becomes zero to make the composite a two-phase composite of the materials ' 1 ' and ' 2 ' only. Since the temporary matrix material ' $M$ ' eventually vanishes as a limit, we call this matrix portion the 'virtual matrix.'

As a typical example, an elastic composite with spherical inhomogeneities is examined; the two materials have the bulk moduli $\kappa_{1}$ and $\kappa_{2}$, and the volume fraction of the two materials are $f_{1}$ and $f_{2}$. Although $f_{1}+f_{2}=1$ when this is a two-phase composite, we set them arbitrary and set both the phases spherical in shape for the time being. We first put these two materials into a virtual matrix of the material ' M ' with its bulk modulus $\kappa_{\mathrm{M}}$ and its volume fraction $\left\{1-\left(f_{1}+f_{2}\right)\right\}$. After averaging this three-phase composite by the Mori-Tanaka scheme, we take a limit as $\left(f_{1}+f_{2}\right) \rightarrow 1$ to eliminate the virtual matrix portion. Then, the average bulk modulus $\bar{\kappa}$ can be obtained as

$$
\begin{equation*}
\bar{\kappa}=\frac{\sum_{i=1}^{2} \frac{f_{i} \kappa_{i}}{\kappa_{\mathrm{M}}-\left(\kappa_{\mathrm{M}}-\kappa_{i}\right) \alpha}}{\sum_{i=1}^{2} \frac{f_{i}}{\kappa_{\mathrm{M}}-\left(\kappa_{\mathrm{M}}-\kappa_{i}\right) \alpha}} \tag{C.86}
\end{equation*}
$$

where $\alpha$ and $\beta$ are calculated from Eq.(C.40) using Poisson's ratio $\nu_{\mathrm{M}}$ of the non-existing virtual matrix material ' M '. Existence of $\kappa_{\mathrm{M}}$ and $v_{\mathrm{M}}$ of the non-existing material is the most important characteristics of this approach. Depending on the choice of this material ' M ', different average elastic moduli can be 'arbitrarily' calculated.

For example, let the virtual matrix a rigid body: i.e. $\kappa_{M} \rightarrow \infty$, and we have

$$
\begin{equation*}
\bar{\kappa}=f_{1} \kappa_{1}+f_{2} \kappa_{2} \tag{C.87}
\end{equation*}
$$

which coincides with the Voigt estimate of Eq.(C.2b). As you may easily expect, if a vacuum is chosen as the virtual matrix: i.e. $\kappa_{M} \rightarrow 0$, the Reuss estimate of Eq.(C.4b) is obtained as

$$
\begin{equation*}
\bar{\kappa}=\left(\frac{f_{1}}{\kappa_{1}}+\frac{f_{2}}{\kappa_{2}}\right)^{-1} \tag{C.88}
\end{equation*}
$$

Therefore, when the elastic moduli of the virtual matrix are chosen to be positive and finite, the predictions by this three-phase approach are bounded by the Voigt and Reuss averages. Namely, these classical averages can be considered as the upper and lower 'limits' rather than the 'bounds.'

A more interesting result is obtained when the virtual matrix is made of the material ' 1 '. Namely, in the case of $\kappa_{\mathrm{M}}=\kappa_{1}$ and $v_{\mathrm{M}}=v_{1}$, Eq.(C.86) results in

$$
\begin{equation*}
\frac{\bar{\kappa}}{\kappa_{1}}=1-\frac{f_{2}\left(1-\frac{\kappa_{2}}{\kappa_{1}}\right)}{1-f_{1}\left(1-\frac{\kappa_{2}}{\kappa_{1}}\right) \alpha} \tag{C.89}
\end{equation*}
$$

which is the Mori-Tanaka average of a composite of the material ' 1 ' reinforced by the material ' 2 '. Furthermore, this average coincides with one of the Hashin and Shtrikman upper and lower bounds [26] as long as the shape of the inhomogeneity is spherical. Also, another bound of the Hashin and Shtrikman bounds can be obtained when the material ' 2 ' is chosen for the virtual matrix: i.e. $\kappa_{M}=\kappa_{2}$ and $v_{M}=v_{2}$. The latter average is the solution of the problem No. 3 of Homework C-2.

In the reference [36], we make a proposal that the material ' $M$ ' of the virtual matrix is selected so that the interac-


Fig. C. 11 Improvement of average bulk modulus tion elastic energy becomes minimum. And, we found that two different predictions were obtained from Eq.(C.86) depending on how the elastic energy is expressed. Namely, the result by minimizing the elastic energy expressed in terms of the global strain rate $\dot{\bar{\epsilon}}$ is different from the result from the elastic energy in terms of the global stress rate $\dot{\bar{\sigma}}$. In other words, the former estimate is related to the property of the macroscopic modulus, while the latter is related to the macroscopic compliance. Two solid curves in Fig. C. 11 are the corresponding results from Eq.(C.86) by the two choices of the material ' $M$ ' using the two different expressions of the interaction elastic energy. In the same figure, the prediction by Hill's self-consistent method is drawn by a dashed curve, and the Hashin and Shtrikman upper and lower bounds are also shown by two dot-dashed curves. In this case, the Hashin and Shtrikman upper bound is the same as the Mori-Tanaka average, while the lower bound is the same as the (inverted) Mori-Tanaka average of a composite in which the materials of the matrix and the inhomogeneity are exchanged. The most important characteristics of three kinds of approaches observed in this figure are as follows;

- The present averages by the three-phase body result in predictions narrower than the Hashin-Shtrikman bounds.
- The present averages converge to Hill's self-consistent estimates when one of the volume fractions of the two phases becomes small.
- When $f_{2}$ is small, the present estimate converges to the Hashin-Shtrikman upper bound, while it converges to the lower bound when $f_{2}$ is large.
- Although no plot is given in this figure, the classical Voigt and Reuss averages are quantitatively and qualitatively different from these three kinds of predictions.


## (3) Elastic-Plastic Behavior

The three-phase approach in the previous section can be also applied to elastic-plastic materials [43, 104]. For simplicity of formulation, the virtual matrix is chosen to be elastic. The average incremental constitutive laws of the matrix and inhomogeneity are given by

$$
\begin{equation*}
\langle\dot{\boldsymbol{\sigma}}\rangle_{\mathrm{M}}=\boldsymbol{C}^{\mathrm{M}}:\langle\dot{\boldsymbol{\epsilon}}\rangle_{\mathrm{M}}, \quad\langle\dot{\boldsymbol{\sigma}}\rangle_{i}=\boldsymbol{C}^{i}:\left\{\langle\dot{\boldsymbol{\epsilon}}\rangle_{i}-\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{i}\right\} . \tag{C.90a,b}
\end{equation*}
$$

Since the incremental strain in the inhomogeneity can be $\langle\dot{\boldsymbol{\epsilon}}\rangle_{i}=\langle\dot{\boldsymbol{\epsilon}}\rangle_{\mathrm{M}}+\langle\dot{\gamma}\rangle_{i}$ including the disturbance component, Eq.(C.90b) can be expressed by

$$
\begin{equation*}
\langle\dot{\boldsymbol{\sigma}}\rangle_{i}=\boldsymbol{C}^{i}:\left\{\langle\dot{\boldsymbol{\epsilon}}\rangle_{\mathrm{M}}+\langle\dot{\boldsymbol{\gamma}}\rangle_{i}-\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{i}\right\} . \tag{C.91}
\end{equation*}
$$

Then, the incremental constitutive equation of the corresponding auxiliary problem can be expressed by

$$
\begin{equation*}
\langle\dot{\boldsymbol{\sigma}}\rangle_{i}=\boldsymbol{C}^{\mathrm{M}} \boldsymbol{:}\left[\langle\dot{\boldsymbol{\epsilon}}\rangle_{\mathrm{M}}+\langle\dot{\boldsymbol{\gamma}}\rangle_{i}-\left\{\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{i}+\left\langle\dot{\boldsymbol{\epsilon}}^{*}\right\rangle_{i}\right\}\right] \tag{C.92}
\end{equation*}
$$

using the eigenstrain rate. Hence, the disturbed component can be evaluated as

$$
\begin{equation*}
\langle\dot{\gamma}\rangle_{i}=\boldsymbol{S}_{i}:\left\{\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{i}+\left\langle\dot{\boldsymbol{\epsilon}}^{*}\right\rangle_{i}\right\} \tag{C.93}
\end{equation*}
$$

by using the Eshelby tensor. Finally, from these equations, the equivalent inclusion method determines the incremental eigenstrain $\left\langle\dot{\boldsymbol{\epsilon}}^{*}\right\rangle_{i}$.

Several steps of manipulations using the definitions of the overall stress rate and strain rate corresponding to Eqs.(C.65) and (C.66) lead to the overall constitutive equation as

$$
\begin{equation*}
\dot{\overline{\boldsymbol{\epsilon}}}=\overline{\boldsymbol{C}}^{-1}: \dot{\overline{\boldsymbol{\sigma}}}+\sum_{i=1}^{2} f_{i}\left(\boldsymbol{P}_{i}-\overline{\boldsymbol{C}}^{-1} \boldsymbol{M}_{i}\right):\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{i} \tag{C.94}
\end{equation*}
$$

where the volume fraction of the virtual matrix is set at zero as a limit. Explicit definitions of $\overline{\boldsymbol{C}}$ and other tensors are given in the reference [104]. The second term of the righthand side of Eq.(C.94) represents the macroscopic plastic strain rate. Fig. C. 12 shows comparisons with the experimental measurements examined in the reference indicated in the figure. The material is an aluminum composite reinforced by long boron fibers. The aluminum has Young's modulus $E_{1}=55.85 \mathrm{GN} / \mathrm{m}^{2}$ and Poisson's ratio $v_{1}=0.32$, while the boron has $E_{2}=379.23 \mathrm{GN} / \mathrm{m}^{2}$ and $v_{2}=0.2$. The volume


Fig. C. 12 Aluminum reinforced by boron fibers fraction of boron is $34 \%$, and the radii of ellipsoidal inclusion are set at $a_{3} / a_{1}=1000$ and $a_{2}=a_{1}$. The boron fibers remain elastic, while the aluminum yields by the von Mises condition as

$$
\begin{equation*}
f \equiv \sqrt{J_{2}}-F\left(\left\langle\dot{\epsilon}^{\mathrm{p}}\right\rangle_{1}\right)=0 \tag{C.95}
\end{equation*}
$$

where the tensile yield stress $F\left(\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{1}\right)$ is specified by a power law as

$$
\begin{equation*}
F\left(\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{1}\right)=\frac{1}{\sqrt{3}}\left\{\sigma_{1}^{\mathrm{Y}}+h_{1}\left(\frac{\epsilon_{1}^{\mathrm{eq}}}{\sqrt{3}}\right)^{n_{1}}\right\} \tag{C.96}
\end{equation*}
$$



Fig. C. 13 Epoxy reinforced by silica particles
with $\sigma_{1}^{\mathrm{Y}}=79.29 \mathrm{MN} / \mathrm{m}^{2}, h_{1}=827.4 \mathrm{MN} / \mathrm{m}^{2}$ and $n_{1}=0.6$. The equivalent plastic strain $\epsilon_{1}^{\mathrm{eq}}$ is defined by

$$
\begin{equation*}
\epsilon_{1}^{\mathrm{eq}} \equiv \int_{\text {history }} \sqrt{2\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{1}:\left\langle\dot{\boldsymbol{\epsilon}}^{\mathrm{p}}\right\rangle_{1}} \mathrm{~d} t . \tag{C.97}
\end{equation*}
$$

Two solid curves by the three-phase approach show good precision in relatively small deformation states, and are closer to the experimental measurements than the predictions by the original Mori-Tanaka scheme. However, in large deformation states, the predictions in [40] seem to be much better, because the debonding along the interface of the inhomogeneity is taken into account. So that, in the reference [43], we further add one kind of debonding model to obtain improved results.

Another comparison is made with experimental results of epoxy composites reinforced by spherical silica particles in Fig. C.13. Epoxy has Young's modulus $E_{1}=3.16 \mathrm{GN} / \mathrm{m}^{2}$ and Poisson's ratio $\nu_{1}=0.35$, while silica has $E_{2}=73.1 \mathrm{GN} / \mathrm{m}^{2}$ and $v_{2}=0.18$. The silica remains elastic, while the epoxy satisfies the same power law of the Mises yield condition as that of the previous example with $\sigma_{1}^{\mathrm{Y}}=75.86 \mathrm{MN} / \mathrm{m}^{2}, h_{1}=32.18 \mathrm{MN} / \mathrm{m}^{2}$ and $n_{1}=0.26$. In these cases, the three-phase approach improves the original Mori-Tanaka scheme, but the experimental results are not predicted so well when the volume fraction of the inhomogeneity is large.

## Appendix D

## Basics of Tensor Analysis

## D. 1 Coordinate and Base Vector

Referring to the book ${ }^{1}$ by Flügge [19], we explain basic characteristics of the tensor analysis needed in the field of the mechanics of continua. In a skew rectilinear coordinate system shown in Fig. D.1, let $\boldsymbol{g}_{i}(i=1,2)$ using subscripts denote unit base vectors along the corresponding coordinate axes, and an arbitrary vector $\boldsymbol{P}$ can be decomposed with respect to the base vectors $\boldsymbol{g}_{j}$ as

$$
\begin{equation*}
\boldsymbol{P}=P^{1} \boldsymbol{g}_{1}+P^{2} \boldsymbol{g}_{2} \tag{D.1}
\end{equation*}
$$

where the quantities $P^{i}(i=1,2)$ using superscripts are called the contravariant components. On the other hand, denoting the horizontal ( $x$-direction: same as the ' 1 '-direction) and vertical ( $y$ -


Fig. D. 1 Skew rectilinear coordinate system direction) unit base vectors by $\boldsymbol{i}_{1}$ and $\boldsymbol{i}_{2}$ respectively, we can decompose the vector $\boldsymbol{P}$ by using the horizontal and vertical components $P_{x}$ and $P_{y}$ as

$$
P_{x}=P^{1}+P^{2} \cos \alpha, \quad P_{y}=P^{2} \sin \alpha .
$$

Then, suppose that the vector $\boldsymbol{P}$ is a force vector and that a displacement vector is denoted by a vector $\boldsymbol{u}$, and the work $W$ done by these force and displacement can be expressed by an inner product (dot product: scalar product) of the two vectors as

$$
W=\boldsymbol{u} \cdot \boldsymbol{P}=\left(u^{1}+u^{2} \cos \alpha\right)\left(P^{1}+P^{2} \cos \alpha\right)+u^{2} \sin \alpha P^{2} \sin \alpha .
$$

Namely, we can write

$$
\begin{equation*}
W=\boldsymbol{u} \cdot \boldsymbol{P}=\left(u^{1}+u^{2} \cos \alpha\right) P^{1}+\left(u^{2}+u^{1} \cos \alpha\right) P^{2} . \tag{D.2}
\end{equation*}
$$

Furthermore, if we define the displacement components using subscripts by

$$
\begin{equation*}
u_{1} \equiv u^{1}+u^{2} \cos \alpha, \quad u_{2} \equiv u^{2}+u^{1} \cos \alpha, \tag{D.3a,b}
\end{equation*}
$$

the work expressed by Eq.(D.2) can be rewritten as

$$
\begin{equation*}
W=\sum_{i=1}^{3} u_{i} P^{i}=u_{i} P^{i} \tag{D.4}
\end{equation*}
$$

where two-dimensional explanation above is extended to three dimensions. It should be noted that the summation symbol $\sum$ is omitted in the last expression of Eq.(D.4). This expression is possible only when the condition called the summation convention is satisfied. The rule is briefly given as

Summation Convention: When the same letter appears twice as one subscript and one superscript in a product, the symbol $\sum$ can be omitted.

[^41]If another set of base vectors $\boldsymbol{g}^{i}(i=1,2)$ using superscripts is defined as is shown in Fig. D.1, geometric examination of the figure will lead to a conclusion that the quantities $u_{1}$ and $u_{2}$ in Eq.(D.3) using subscripts are components with respect to this new set of the base vectors $\boldsymbol{g}^{i}$. Such decomposition of the vector $\boldsymbol{P}$ is shown explicitly in Fig. D.1. Namely, just like Eq.(D.1), an arbitrary vector can be expressed as

$$
\begin{equation*}
\boldsymbol{u}=u_{1} \boldsymbol{g}^{1}+u_{2} \boldsymbol{g}^{2} \tag{D.5}
\end{equation*}
$$

These components $u_{i}$ using subscripts are called the covariant component. Accordingly, the base vector $\boldsymbol{g}^{i}$ is called the covariant base vector, while $\boldsymbol{g}_{i}$ is the contravariant base vector.

The work in Eq.(D.2) can be also rewritten as

$$
\begin{equation*}
W=u^{1}\left(P^{1}+P^{2} \cos \alpha\right)+u^{2}\left(P^{2}+P^{1} \cos \alpha\right) \tag{D.6}
\end{equation*}
$$

Therefore, quantities defined by

$$
\begin{equation*}
P_{1}=P^{1}+P^{2} \cos \alpha, \quad P_{2}=P^{2}+P^{1} \cos \alpha \tag{D.7a,b}
\end{equation*}
$$

are the covariant components of the vector $\boldsymbol{P}$ as can be understood from comparison with Eq.(D.3). Hence comes

$$
\begin{equation*}
\boldsymbol{P}=P_{1} \boldsymbol{g}^{1}+P_{2} \boldsymbol{g}^{2} \tag{D.8}
\end{equation*}
$$

As can be estimated from the figure, it should be noted that the base vector $\boldsymbol{g}^{i}$ is not a unit vector but has the absolute value $\frac{1}{\sin \alpha}$. However, these two kinds of base vectors are orthogonal to each other and satisfy

$$
\begin{equation*}
\left|\boldsymbol{g}^{i}\right|=\frac{1}{\sin \alpha}, \quad \boldsymbol{g}^{m} \cdot \boldsymbol{g}_{n}=\delta_{n}^{m} \tag{D.9a,b}
\end{equation*}
$$

where $\delta_{n}^{m}$ is the Kronecker's delta (not a tensor component). Eventually, the work can be expressed as

$$
\begin{equation*}
W=\left(u_{i} \boldsymbol{g}^{i}\right) \cdot\left(P^{j} \boldsymbol{g}_{j}\right)=u_{i} P^{j} \boldsymbol{g}^{i} \cdot \boldsymbol{g}_{j}=u_{i} P^{j} \delta_{j}^{i}=u_{i} P^{i}=\left(u^{i} \boldsymbol{g}_{i}\right) \cdot\left(P_{j} \boldsymbol{g}^{j}\right)=u^{j} P_{j} . \tag{D.10}
\end{equation*}
$$

Incidentally, in a rectangular Cartesian coordinate system $(\alpha=\pi / 2)$, no distinction is needed between the covariant components and the contravariant components.

In order to consider geometric relations, let $\xi^{i}$ denote coordinates to the $\boldsymbol{g}_{i}$-direction, and the coordinate transformation between a $\boldsymbol{\xi}$ system and a rectangular Cartesian $\boldsymbol{x}$ system can be written as

$$
\begin{equation*}
x^{1}=\xi^{1}+\xi^{2} \cos \alpha, \quad x^{2}=\xi^{2} \sin \alpha \tag{D.11a,b}
\end{equation*}
$$

Since an alternative definition of the base vector is given by

$$
\begin{equation*}
\boldsymbol{g}_{i}=\frac{\partial x^{j}}{\partial \xi^{i}} \boldsymbol{i}_{j} \tag{D.12}
\end{equation*}
$$

substitution of Eq.(D.11) into this equation results in geometric relations as follows;

$$
\boldsymbol{g}_{1}=\boldsymbol{i}_{1}, \quad \boldsymbol{g}_{2}=\cos \alpha \boldsymbol{i}_{1}+\sin \alpha \boldsymbol{i}_{2}
$$

which also show that these are non-dimensional unit vectors. However, as is clear from Eq.(D.9), the covariant base vectors $\boldsymbol{g}^{i}$ are non-dimensional, but their magnitudes are not unity. Furthermore, it should be noted that the base vectors are no longer non-dimensional in a polar coordinate system (see Sec. D.4).

## D. 2 Metric Tensor and Permutation Tensor

An inner product of the base vectors of the same kind defines the metric tensor as

$$
\begin{equation*}
g_{i j} \equiv \boldsymbol{g}_{i} \cdot \boldsymbol{g}_{j}, \quad g^{i j} \equiv \boldsymbol{g}^{i} \cdot \boldsymbol{g}^{j} \tag{D.13a,b}
\end{equation*}
$$

On the other hand, the inner product of the covariant and contravariant base vectors is zero because these vectors are orthogonal to each other as is shown in Eq.(D.9b). Using these relations, we can relate the covariant component to the contravariant component as

$$
\begin{equation*}
u_{i} \boldsymbol{g}^{i}=u^{j} \boldsymbol{g}_{j} \quad \rightarrow \quad u_{i} \boldsymbol{g}^{i} \cdot \boldsymbol{g}_{k}=u^{j} \boldsymbol{g}_{j} \cdot \boldsymbol{g}_{k} \quad \rightarrow \quad u_{i} \delta_{k}^{i}=u^{j} g_{j k} \quad \rightarrow \quad u_{k}=u^{j} g_{j k} \tag{D.14}
\end{equation*}
$$

i.e. the metric tensor exchanges the superscript into the subscript and vice versa.

In order to express an outer product (cross product: vector product) of two vectors and a determinant of a matrix in terms of components, we here introduce the permutation symbol $e_{i j k}$ (not a tensor component) as

$$
e_{i j k}=e^{i j k}=\left\{\begin{array}{ll}
+1 & \text { if }(i j k) \text { is even permutation of (123) }  \tag{D.15}\\
-1 & \text { if }(i j k) \text { is odd permutation of }(123) \\
0 & \text { otherwise }
\end{array} .\right.
$$

Then, for an arbitrary $3 \times 3$ matrix $(C)$ as

$$
\left(\begin{array}{c} 
\\
\end{array}\right) \equiv\left(\begin{array}{lll}
C_{1}^{1} & C_{2}^{1} & C_{3}^{1} \\
C_{1}^{2} & C_{2}^{2} & C_{3}^{2} \\
C_{1}^{3} & C_{2}^{3} & C_{3}^{3}
\end{array}\right)
$$

its determinant $c$ can be expressed as

$$
\begin{equation*}
c \equiv \operatorname{det}(C)=C_{1}^{i} C_{2}^{j} C_{3}^{k} e_{i j k}=C_{i}^{1} C_{j}^{2} C_{k}^{3} e^{i j k}, \quad e_{l m n} c=C_{l}^{i} C_{m}^{j} C_{n}^{k} e_{i j k}, \quad c=\frac{1}{6} C_{l}^{i} C_{m}^{j} C_{n}^{k} e_{i j k} e^{l m n} \tag{D.16a,b,c}
\end{equation*}
$$

Furthermore, defining the determinant of the metric tensor in the matrix form by

$$
\begin{equation*}
g \equiv \operatorname{det}\left(g_{i j}\right), \quad \frac{1}{g} \equiv \operatorname{det}\left(g^{i j}\right), \tag{D.17a,b}
\end{equation*}
$$

we introduce the permutation tensor $\epsilon_{i j k}$ as

$$
\begin{equation*}
\epsilon_{i j k}=\sqrt{g} e_{i j k}, \quad \epsilon^{i j k}=\frac{1}{\sqrt{g}} e^{i j k} \tag{D.18a,b}
\end{equation*}
$$

Useful relations of these tensors are, for example,

$$
\begin{equation*}
\epsilon^{i j k} \epsilon_{i m n}=\delta_{m}^{j} \delta_{n}^{k}-\delta_{n}^{j} \delta_{m}^{k}, \quad \epsilon^{i j k} \epsilon_{i j n}=2 \delta_{n}^{k}, \quad \epsilon^{i j k} \epsilon_{i j k}=6 . \tag{D.19a,b,c}
\end{equation*}
$$

Using this permutation tensor, the component of a vector $\boldsymbol{w}=\boldsymbol{a} \times \boldsymbol{b}$ defined by an outer product of the two vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ can be given by

$$
\begin{equation*}
w^{k}=a_{i} b_{j} \epsilon^{i j k}=\epsilon^{k i j} a_{i} b_{j} \tag{D.20a,b}
\end{equation*}
$$

In the rectangular Cartesian coordinate system, the components of the permutation tensor is equivalent to the permutation symbol because $g=1$.

## D. 3 Covariant Derivative

In a polar coordinate system, differential operators such as the nabla $\nabla$ and the Laplacian $\nabla^{2}$ have complicated expressions in comparison with those in rectangular Cartesian coordinates. This is because one of the base vectors is not constant. Suppose that a vector function $\boldsymbol{u}$ is expressed as $\boldsymbol{u}=u^{i} \boldsymbol{g}_{i}$ using the contravariant components, we can easily realize that the derivative of $\boldsymbol{u}$ needs differentiation of the base vector $\boldsymbol{g}_{i}$ with respect to the coordinates, because, in general, the base vectors $\boldsymbol{g}_{i}$ are not always constant but functions of the independent variables. Let $\xi^{j}$ denote the independent variable to the direction of the base vector $\boldsymbol{g}_{j}$, and the derivative of $\boldsymbol{u}$ with respect to the coordinate $\xi^{j}$ must be

$$
\frac{\partial \boldsymbol{u}}{\partial \xi^{j}}=\frac{\partial\left(u^{i} \boldsymbol{g}_{i}\right)}{\partial \xi^{j}}=\frac{\partial u^{i}}{\partial \xi^{j}} \boldsymbol{g}_{i}+u^{i} \frac{\partial \boldsymbol{g}_{i}}{\partial \xi^{j}},
$$

where the second term of the rightmost side is a derivative of the corresponding base vector. Recalling that the base vector can be defined by Eq.(D.12), we can derive the derivative of the base vectors as

$$
\frac{\partial \boldsymbol{g}_{i}}{\partial \xi^{j}}=\boldsymbol{g}_{i, j}=\frac{\partial^{2} x^{k}}{\partial \xi^{i} \partial \xi^{j}} \boldsymbol{i}_{k},
$$

where a comma followed by a subscript $j$ in the middle expression represents the differentiation with respect to the independent variable $\xi^{j}$. Let us express the derivative of the base vector as

$$
\begin{equation*}
\boldsymbol{g}_{i, j}=\Gamma_{i j k} \boldsymbol{g}^{k}=\Gamma_{i j}^{k} \boldsymbol{g}_{k}, \tag{D.21}
\end{equation*}
$$

where the quantity $\Gamma_{i j k}$ is called the Christoffel symbol (not tensor components). Then, the inner product with another base vector leads to

$$
\begin{equation*}
\boldsymbol{g}_{i, j} \cdot \boldsymbol{g}_{k}=\Gamma_{i j l} \boldsymbol{g}^{l} \cdot \boldsymbol{g}_{k}=\Gamma_{i j l} \delta_{k}^{l}=\Gamma_{i j k}, \quad \boldsymbol{g}_{i, j} \cdot \boldsymbol{g}^{k}=\Gamma_{i j}^{k} . \tag{D.22a,b}
\end{equation*}
$$

Using this Eq.(D.21), we can write the derivative above as

$$
\begin{equation*}
\frac{\partial \boldsymbol{u}}{\partial \xi^{j}}=\frac{\partial\left(u^{i} \boldsymbol{g}_{i}\right)}{\partial \xi^{j}}=u_{, j}^{i} \boldsymbol{g}_{i}+u^{i} \boldsymbol{g}_{i, j}=\left(u_{, j}^{i}+u^{k} \Gamma_{j k}^{i}\right) \boldsymbol{g}_{i}=\left.\left.u^{i}\right|_{j} \boldsymbol{g}_{i} \quad \rightarrow \quad u^{i}\right|_{j}=u_{, j}^{i}+u^{k} \Gamma_{j k}^{i}, \tag{D.23a,b}
\end{equation*}
$$

where $\left.u^{i}\right|_{j}$ is called the covariant derivative.

## D. 4 Physical Components in Polar Coordinate System

We have learned that the base vectors are not always unit just like the base vector $\boldsymbol{g}^{i}$ of Eq.(D.9) in Fig. D.1. Moreover, the base vectors may be functions of independent variables as has been explained in Sec. D.3. In such cases, the tensor components do not necessarily have any physical meanings although the corresponding tensors are of course physical entities. In order to show one typical example, we here examine quantities and differential operators in the polar coordinate system as $\left(\xi^{1}=r, \xi^{2}=\theta, \xi^{3}=z\right)$. First of all, the base vectors are defined by

$$
\begin{equation*}
\boldsymbol{g}_{r}=\boldsymbol{i}_{1} \cos \theta+\boldsymbol{i}_{2} \sin \theta, \quad \boldsymbol{g}_{\theta}=-\boldsymbol{i}_{1} r \sin \theta+\boldsymbol{i}_{2} r \cos \theta, \quad \boldsymbol{g}_{z}=\boldsymbol{i}_{3}, \tag{D.24a,b,c}
\end{equation*}
$$

where $\boldsymbol{g}_{\theta}$ has a dimension of length $r$. From these, we have metric tensors as

$$
\begin{equation*}
g_{r r}=1, \quad g_{\theta \theta}=r^{2}, \quad g^{r r}=1, \quad g^{\theta \theta}=\frac{1}{r^{2}} \tag{D.25a,b,c,d}
\end{equation*}
$$

and non-zero terms of the Christoffel symbols are given by

$$
\begin{equation*}
\Gamma_{r \theta \theta}=r, \quad \Gamma_{\theta \theta r}=-r, \quad \Gamma_{\theta \theta}^{r}=-r, \quad \Gamma_{r \theta}^{\theta}=\frac{1}{r} . \tag{D.26a,b,c,d}
\end{equation*}
$$

Using these quantities, we can write explicitly the equilibrium equations $\left.\sigma^{j i}\right|_{j}+f^{i}=0$ as follows;

$$
\begin{align*}
& \frac{\partial \sigma^{r r}}{\partial r}+\frac{\sigma^{r r}}{r}+\frac{\partial \sigma^{r \theta}}{\partial \theta}-r \sigma^{\theta \theta}+\frac{\partial \sigma^{r z}}{\partial z}+f^{r}=0  \tag{D.27a}\\
& \frac{\partial \sigma^{r \theta}}{\partial r}+\frac{3 \sigma^{r \theta}}{r}+\frac{\partial \sigma^{\theta \theta}}{\partial \theta}+\frac{\partial \sigma^{\theta z}}{\partial z}+f^{\theta}=0  \tag{D.27b}\\
& \frac{\partial \sigma^{r z}}{\partial r}+\frac{\sigma^{r z}}{r}+\frac{\partial \sigma^{z \theta}}{\partial \theta}+\frac{\partial \sigma^{z z}}{\partial z}+f^{z}=0 \tag{D.27c}
\end{align*}
$$

where $f^{r}$ and $f^{\theta}$ are the body force components to the directions of $\boldsymbol{g}_{r}$ and $\boldsymbol{g}_{\theta}$ respectively. Since the base vector $\boldsymbol{g}_{\theta}$ has a dimension of length $r$ as has been shown in Eq.(D.24), the corresponding components to the $\theta$-direction of any tensors do not have clear physical meanings. Then, define physical components of the stress tensor and the force vector by adjusting the dimension of the base vector $\boldsymbol{g}_{\theta}$ as

$$
\tau^{r r} \equiv \sigma^{r r}, \quad \tau^{r \theta} \equiv r \sigma^{r \theta}, \quad \tau^{\theta \theta} \equiv r^{2} \sigma^{\theta \theta}, \quad \tau^{z z} \equiv \sigma^{z z}, \quad \tau^{r z} \equiv \sigma^{r z}, \quad \tau^{\theta z} \equiv r \sigma^{\theta z}, \quad q^{r} \equiv f^{r}, \quad q^{\theta} \equiv r f^{\theta}, \quad q^{z} \equiv f^{z}
$$

(D.28a, b, c, d, e, f, g, h, i)
and the equilibrium Eq.(D.27) can be rewritten as

$$
\begin{align*}
& \frac{\partial \tau^{r r}}{\partial r}+\frac{1}{r} \frac{\partial \tau^{r \theta}}{\partial \theta}+\frac{\tau^{r r}-\tau^{\theta \theta}}{r}+\frac{\partial \tau^{r z}}{\partial z}+q^{r}=0,  \tag{D.29a}\\
& \frac{\partial \tau^{r \theta}}{\partial r}+\frac{2 \tau^{r \theta}}{r}+\frac{1}{r} \frac{\partial \tau^{\theta \theta}}{\partial \theta}+\frac{\partial \tau^{\theta z}}{\partial z}+q^{\theta}=0,  \tag{D.29b}\\
& \frac{\partial \tau^{r z}}{\partial r}+\frac{\tau^{r z}}{r}+\frac{1}{r} \frac{\partial \tau^{z \theta}}{\partial \theta}+\frac{\partial \tau^{z z}}{\partial z}+q^{z}=0, \tag{D.29c}
\end{align*}
$$

which are well-known expressions of the equilibrium equation found in many books.

Next, the tensor components of the displacement gradients are expressed as

$$
\begin{equation*}
\left.u^{r}\right|_{r}=\frac{\partial u^{r}}{\partial r},\left.\quad u^{r}\right|_{\theta}=\frac{\partial u^{r}}{\partial \theta}-r u^{\theta},\left.\quad u^{\theta}\right|_{r}=\frac{\partial u^{\theta}}{\partial r}+\frac{1}{r} u^{\theta},\left.\quad u^{\theta}\right|_{\theta}=\frac{\partial u^{\theta}}{\partial \theta}+\frac{1}{r} u^{r} . \tag{D.30a,b,c,d}
\end{equation*}
$$

We here again define a physically meaningful 'vector' $\boldsymbol{v}$ having the physical components corresponding to the tensor components of $\boldsymbol{u}$ by

$$
\begin{equation*}
v^{r} \equiv u^{r}, \quad v^{\theta} \equiv r u^{\theta} . \tag{D.31a,b}
\end{equation*}
$$

Then the tensor components of the displacement gradients can be expressed by the physical components as

$$
\begin{equation*}
\left.u^{r}\right|_{r}=\frac{\partial v^{r}}{\partial r},\left.\quad u^{r}\right|_{\theta}=\frac{\partial v^{r}}{\partial \theta}-v^{\theta},\left.\quad u^{\theta}\right|_{r}=\frac{\partial}{\partial r}\left(\frac{v^{\theta}}{r}\right)+\frac{1}{r^{2}} v^{\theta},\left.\quad u^{\theta}\right|_{\theta}=\frac{1}{r} \frac{\partial v^{\theta}}{\partial \theta}+\frac{1}{r} v^{r} . \tag{D.32a,b,c,d}
\end{equation*}
$$

Since the covariant strain tensor $\epsilon_{i j}$ is conjugate with the contravariant stress tensor $\sigma^{i j}$ with respect to the elastic work, we can express the covariant components of the displacement tensor above using the metric tensor as
$\left.u_{r}\right|_{r}=\left.g_{r r} u^{r}\right|_{r}=\frac{\partial v^{r}}{\partial r},\left.\quad u_{r}\right|_{\theta}=\left.g_{r r} u^{r}\right|_{\theta}=\frac{\partial v^{r}}{\partial \theta}-v^{\theta},\left.\quad u_{\theta}\right|_{r}=\left.g_{\theta \theta} u^{\theta}\right|_{r}=r \frac{\partial v^{\theta}}{\partial r},\left.\quad u_{\theta}\right|_{\theta}=\left.g_{\theta \theta} u^{\theta}\right|_{\theta}=r^{2}\left(\frac{1}{r} \frac{\partial v^{\theta}}{\partial \theta}+\frac{1}{r} v^{r}\right)$.
(D.33a, b, c, d)

Therefore, the strain tensor components can be defined by

$$
\epsilon_{r r}=\frac{\partial v^{r}}{\partial r}, \quad 2 \epsilon_{r \theta}=r\left\{\frac{1}{r} \frac{\partial v^{r}}{\partial \theta}+\frac{\partial v^{\theta}}{\partial r}-\frac{1}{r} v^{\theta}\right\}, \quad \epsilon_{\theta \theta}=r^{2}\left(\frac{1}{r} \frac{\partial v^{\theta}}{\partial \theta}+\frac{1}{r} v^{r}\right)
$$

Incidentally, the covariant base vectors corresponding to the contravariant base vectors in Eq.(D.24) are given by

$$
\begin{equation*}
\boldsymbol{g}^{r}=\boldsymbol{i}_{1} \cos \theta+\boldsymbol{i}_{2} \sin \theta, \quad \boldsymbol{g}^{\theta}=-\boldsymbol{i}_{1} \frac{1}{r} \sin \theta+\boldsymbol{i}_{2} \frac{1}{r} \cos \theta \tag{D.35a,b}
\end{equation*}
$$

Hence, physical components $\varepsilon_{i j}$ of the strain tensor components $\epsilon_{i j}$ can be defined by

$$
\begin{equation*}
\varepsilon_{r r}=\epsilon_{r r}, \quad \varepsilon_{r \theta}=\frac{1}{r} \epsilon_{r \theta}, \quad \varepsilon_{r r}=\frac{1}{r^{2}} \epsilon_{\theta \theta} \tag{D.36a,b,c}
\end{equation*}
$$

Eventually, the physical components of the strain can be defined by

$$
\varepsilon_{r r}=\frac{\partial v^{r}}{\partial r}, \quad \varepsilon_{r \theta}=\frac{1}{2}\left(\frac{1}{r} \frac{\partial v^{r}}{\partial \theta}+\frac{\partial v^{\theta}}{\partial r}-\frac{1}{r} v^{\theta}\right), \quad \varepsilon_{\theta \theta}=\frac{1}{r} \frac{\partial v^{\theta}}{\partial \theta}+\frac{1}{r} v^{r} .
$$

Components relating to the $z$-axis are almost the same as those in the rectangular Cartesian coordinate system and are

$$
\begin{equation*}
\varepsilon_{z z}=\frac{\partial v^{z}}{\partial z}, \quad \varepsilon_{r z}=\frac{1}{2}\left(\frac{\partial v^{r}}{\partial z}+\frac{\partial v^{z}}{\partial r}\right), \quad \varepsilon_{\theta z}=\frac{1}{2}\left(\frac{\partial v^{\theta}}{\partial z}+\frac{1}{r} \frac{\partial v^{z}}{\partial \theta}\right) . \tag{D.38a,b,c}
\end{equation*}
$$

As has been shown above, the tensor components do not always represent the corresponding physical quantities. In particular, when a constitutive model is specified by the following tensor equation

$$
\begin{equation*}
\sigma^{i j}=C^{i j k l} \epsilon_{k l}, \tag{D.39}
\end{equation*}
$$

the coefficient tensor $\boldsymbol{C}$ itself may not have a clear physical meaning. The physical meanings must be taken into account on the physical basis using physical components of the stress and strain tensors; e.g.

$$
\begin{equation*}
\tau^{i j}=\bar{C}^{i j k l} \varepsilon_{k l} \tag{D.40}
\end{equation*}
$$

must express clear physical characteristics in the relation between physical components, although this is not a tensor equation. A shell theory in an arbitrary curvilinear coordinate system can be found, for example, in a textbook [84].Furthermore, a great care must be needed in defining physical quantities of the tensors especially in finite displacement theory, because the base vectors within the framework of Lagrangian approach depend on the deformation undertaken, and are no longer unit or orthogonal system, as has been shown through the definition of the physical stress in Eq.(B.22) for a finite displacement theory of in-plane beams.

## D. 5 Coordinate Transformation and Tensors

What are the tensors? They represent physical quantities independent of coordinate systems chosen for the convenience of people. Therefore, tensor equations such as Eq.(D.39) also hold no matter which coordinate systems are selected. On the contrary, since the base vectors have different characteristics depending on each coordinate system, the tensor components differ according to the coordinate system. For example, consider two different arbitrary coordinate systems as $\boldsymbol{x}$-system and $\boldsymbol{x}^{\prime}$-system. Then the base vectors are related to each other like Eq.(D.12) as

$$
\begin{equation*}
\boldsymbol{g}^{k}=\beta_{i^{\prime}}^{k} \boldsymbol{g}^{i^{\prime}}, \quad \beta_{i^{\prime}}^{k} \equiv \frac{\partial x^{k}}{\partial x^{i^{\prime}}}, \quad \boldsymbol{g}^{k^{\prime}}=\beta_{i}^{k^{\prime}} \boldsymbol{g}^{i}, \quad \beta_{i}^{k^{\prime}} \equiv \frac{\partial x^{k^{\prime}}}{\partial x^{i}} \tag{D.41a,b,c,d}
\end{equation*}
$$

The quantities $\beta_{i^{\prime}}^{k}$ are the coordinate transformation coefficients (coordinate transformation matrix) and satisfy

$$
\begin{equation*}
\beta_{k^{\prime}}^{i} \beta_{j}^{k^{\prime}}=\delta_{j}^{i}, \quad \beta_{i^{\prime}}^{k} \beta_{k}^{j^{\prime}}=\delta_{i^{\prime}}^{j^{\prime}} \tag{D.42a,b}
\end{equation*}
$$

Therefore, the components of an arbitrary vector $\boldsymbol{v}$ can be related to each other as

$$
\boldsymbol{u}=u_{i} \boldsymbol{g}^{i}=u_{i} \beta_{j^{\prime}}^{i} \boldsymbol{g}^{j^{\prime}}=u_{j^{\prime}} \boldsymbol{g}^{j^{\prime}} \quad \rightarrow \quad u_{j^{\prime}}=\beta_{j^{\prime}}^{i} u_{i} \quad \text { and } \quad u_{i}=\beta_{i}^{j^{\prime}} u_{j^{\prime}} .
$$

This rule of transformation applies to any tensors; e.g. the tensors of the second order are transformed as

$$
\begin{equation*}
\sigma^{i j}=\beta_{k^{\prime}}^{i} \beta_{l^{\prime}}^{j} \sigma^{k^{\prime} l^{\prime}}, \quad \sigma^{i^{\prime} j^{\prime}}=\beta_{k}^{i^{\prime}} \beta_{l}^{j^{\prime}} \sigma^{k l}, \tag{D.44a,b}
\end{equation*}
$$

and four transformation coefficients are necessary for the tensors of the fourth order.
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| 村上陽一郎， 33 |
| :--- |
| 村外志夫， $60,250,403,534$, |
| $535,538,542$ |
| 森勉， $60,403,534,535,538$, |
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| I， 108 | $M_{x}, 285$ | $\sigma_{\text {cr }}, 227$ |
| :---: | :---: | :---: |
| $I_{\mathrm{i}}, 49$ | $M_{x y}, 285$ | $\sigma_{\mathrm{i}}, 46$ |
| $I_{\omega}, 264$ | $M_{y}, 285$ | $\widetilde{\sigma}, 63,385$ |
| J， 252 | N，108， 515 | $S^{N}, 453,458$ |
| $J_{3}, 384$ | $n_{i}, 112$ | $\stackrel{\nabla}{\boldsymbol{\sigma}, 463}$ |
| $J_{2}, 62,384$ | in， 465 | $\stackrel{\stackrel{\rightharpoonup}{\boldsymbol{\sigma}}, 463}{ }$ |
| $J_{z}, 108$ | $v, 51$ | $\stackrel{\stackrel{\rightharpoonup}{\sigma}, 462}{ }$ |
| K，51， 229 | $\omega, 37$ | $\stackrel{\text { v，}}{\boldsymbol{\sigma}}$ ， 464 |
| $\kappa, 247,513$ | $\omega, 271,301$ | T，458， 459 |
| $k_{b}, 229$ | $P_{\text {cr }}, 215,229$ | $\boldsymbol{\tau}^{K}, 456$ |
| $k_{p}, 297$ | $P_{\mathrm{E}}, 227$ | $\tau_{\mathrm{Y}}, 63,379,385$ |
| $k_{\text {T }}, 506$ | $\varphi, 251$ | $\boldsymbol{T}^{R}, 456,458$ |
| $l, 444$ | （）${ }^{\mathrm{p}}, 380$ | $\Theta, 270$ |
| ＾， 438 | （）＇， 39 | －， 107 |
| $\lambda, 51,153,227$ ， | q， 255 | $\vartheta$ ¢， 505 |
| 393 | $\bar{Q}_{\omega}, 265$ | $T_{S}, 252$ |
| $\lambda^{\boldsymbol{\lambda}}{ }_{b}, 282$ | $r, 227$ | $\boldsymbol{U}, 438$ |
| $\bar{\lambda}, 237$ | Re， 80 | u， 34 |
| $\lambda_{\omega}, 268$ | $\rho, 1$ | V， 518 |
| $\lambda_{\mathrm{T}}, 507$ | $r_{\omega}, 268$ | v，440， 444 |
| $\lim _{0 \rightarrow t}, 463$ | S，456，459， 512 | W，21， 109 |
| M，108， 515 | $\boldsymbol{\sigma}, 42,453,458$ | $w, 107$ |
| $M_{\omega}, 264$ | $\sigma_{\text {AVE }}, 50$ | $\boldsymbol{w}, 445$ |
| $\mu, 51$ | $\bar{\sigma}, 62,384$ |  |

B
band matrix， 330
bar，105， 113
Bauschinger effect，377， 404
beach mark， 377
beam， $13,16,105, \underline{113}$
beam axis， 106
beam－column， 223
BEM， 136
bending moment，12，13， 108
bending vibration， 155,349
Bernoulli equation， 82
Bernoulli－Euler assumption， 105
Bessel functions，232， 345
Betti＇s reciprocal theorem，73， 138
bifurcation buckling， 221
bifurcation condition， 217
bifurcation load， 215
bifurcation phenomenon， 221
bifurcation point，215， 221
biharmonic function，89，287， 295
Biot＇s strain， 443
Biot stress，458， 459
body force， 44
boundary condition
— of beam－columns， 225
－of beams， 112
Dirichlet —，44， 111
－of displacements，44， 111
essential－，44，111， 172

- of flexural torsion, 265
- of forces, 44, 112
geometric -, 44, 111
natural - , 44, 112, 172
Neumann -, 44, 112
- of plates, 288

Robin —, 44, 112

- of Saint-Venant's torsion, 252
static -, 44, 112
— of the third kind, 44, 112
- of Timoshenko beam-columns on elastic foundation, 246
- of Timoshenko beams, 507
boundary element method, BEM, 136
boundary value problem, 26, 113
Boussinesq problem, 96, 102
Brazilian test, 97
brittle fracture, 376
brittleness, 376
buckling, 221
bifurcation -, 221
Euler -, 227
extremum -, 222
flexural -, 228
inelastic -, 238
lateral-torsional -, 282
torsional -, 281
buckling coefficient
- of columns, 229
—of plates, 297
buckling load, 215
buckling mode, 227, 229
buckling point, 222
bulk modulus, 51
buoyancy, 83
Burgers vector, 99, 403


## $\mathbb{C}$

cantilever beam, 13
carbon-fiber-reinforced polymer, 56, 87
Castigliano's second theorem, 201
catenary, 250
Cauchy-Green deformation tensor

$$
\text { left —, } 440
$$

right -, 436
Cauchy integral theorem, 359
Cauchy-Riemann equations, 83
Cauchy's theorem, 43
Cauchy stress, 453, 458
central difference, 314, 338
centrifugal force, 302
centrifugal moment, 277
centripetal force
Eulerian, 81
Lagrangian, 302
centroid, 109
chain rule, 446
channel section, 152, 269
characteristic length, 434
Christoffel symbol, 552
circular motion with constant speed, 302
clamshell mark, 377
classical Galerkin form, 169
closed section, 254
coaxiality, $387,388,393$
coefficient

- of effective length, 229
- of kinematic friction, 306
linear - of thermal expansion, 60, 93, 451
- of static friction, 61, 306, 378
cofactor matrix, $30,438,537$
cohesion, 411, 419
collapse, 422
collocation method, 168
column, 16, 105, $\underline{113}$
compact section, 431
compatibility condition
strain —, 40, 295
compatible strain, 41
complementary potential energy, see 'total complementary potential energy'
complementary strain energy, 201, 202
complex Fourier series, 319
complex velocity potential, 83
compliance, 54
composite material, 57
compressional wave, 78
compressive strength, 11, 239
condensation, 390
condition
Dirichlet —, 44, 111
Neumann -, 44, 112
Robin -, 44, 112
- of the first kind, 44, 111
— of the second kind, 44, 112
— of the third kind, 44, 112
configuration
current —, 435
initial —, 435
reference -, 436
conformal transformation, 84
conjugateness, 458
conservation law, [see also 'law of conservation'], 301, 310, 437
conservative, 54
conservative force, 231
consistency condition, 65, 381, 388, 395
consistent mass matrix, 193, 365
constant strain triangle element, 206
constitutive equation, [see also 'Hooke's law'], 51
— of generalized Prandtl-Reuss's plasticity, 396
- of Prandtl-Reuss's plasticity, 390
constitutive law, 51
contact problems, 517
continuous beam, 29, 123, 127
continuum, 33
contradiction, 109, 260, 284
contravariant base vector, 550
contravariant component, 549
convected coordinate, 436
convergence, 176
convolution [integral], 320
corner force, 288
corotational stress rate, 463
couple, 1
couple stress, 43, 44
covariant base vector, 550
covariant component, 550
covariant derivative, 552
crack, 147
creep, 66
critical damping, 303
cross beam, 5, 18
cross-sectional area, 108
cubic crystal, 56
face-centered -, 386
current configuration, 435
curvature, 107, 513
curved beam, 105
damage theory, 432
damping, 303
damping coefficient, 303
damping constant, 303
damping factor, 303
damping matrix, 324
damping rate, 304
damping ratio, 304
deflection, 107
deformation, 34
deformation gradient, 436
deformation rate, 445
deformation tensor
left Cauchy-Green -, 440
right Cauchy-Green -, 436
deformation theory, 63, 380, 390, 413
degree of statical indeterminacy, 27, 28
delta function, $72,129,311,537$
depth-thickness ratio, 297
description
Eulerian -, 79, 440
Lagrangian -, 79, 437
updated Lagrangian -, 458, $\underline{463}$
deviatoric strain, 39
deviatoric stress, 50
deviator stress, 52, 386
diffusion, 211
dilatancy, 64, 387, 408, 420
dilatancy angle, 411
Dirac's delta function, 72, 129, 311, 537
direct stiffness method, 180
Dirichlet condition, 44, 111
dislocation, 63, 386
edge -, 375
mathematical -, 99, 403
screw -, 375, 538
dislocation line, 375
displacement, 34, 436
displacement function, 177
displacement gradient, 37, 437
displacement method, 188
distortion, 36
distribution, 129
divergence theorem, 45
double Fourier series, 291
drain, 18
Drucker-Prager's model, 408, 411
Drucker's postulate, 393
ductile fracture, 376
ductility, 376
Duhamel's integral, 312, 357
dynamic instability, 232, 330
dynamic magnification factor, 308
$\mathbb{E}$
earth pressure, 154
edge dislocation, [see also 'dislocation'], 375
effective length of buckling, 229
effective plastic strain, 385
effective stress, $63, \underline{385}, 385$
effective width, 152
eigenfunction, 341
eigenstrain, 536
eigenvalue problem
- for boundary value problems, 229
- of matrices, 240
elastica, 248, 516
elastic compliance, 54
elastic foundation, 153
elasticity, 51
elastic modulus, 51
elastic perfectly-plastic body, 237, 379
elastic potential, 54
elastic strain, 59, 61
elastic tensor, 51
elementary beam theory, 106
element stiffness equation
— of beam-columns, 240, 521
—of beams, 178
— of beams in motion, 193
- of beams on elastic foundation, 192
- of columns, 177
- of planar frames, 187
- of planar frames in finite displacements, 529
- of planar trusses, 184
- for plane strain problems, 207
— of space frames, 277
— of Timoshenko beams, 510
- of Timoshenko beams in finite displacements, 529
- of torsion, 274
elliptic integral, 248
elongation, 437
embedded coordinate, 436
empirical formula, 434
energy norm, 199
Engesser's buckling formula, 245, 520
engineering strain, 55, 385
engineering stress, 461
equation of continuity, 79, 446
equation of motion
- of beams, 155, 349
— of frame elements, 369
- of membranes, 298, 344
- of multi-degree-of-freedom systems, 329
— of single-degree-of-freedom systems, 299
— of strings, 250, 339
- of two-degree-of-freedom systems, 324
equilibrium equation
— of axial forces in beams, 110
— of beam-columns, 224, 521
- of beam-columns on elastic foundation, 245
- of beams on elastic foundation, 154
— of bending of beams, 110
- of bending of plates, 286
— of Cauchy stress, 454
- of flexural torsion, 265
— of forces, 44
— of in-plane forces of plates, 286
- of membranes, 298
— of moments, 44
- of nominal stress, 455
— of rubber, 517
— of Saint-Venant's torsion, 252
— of second Piola-Kirchhoff stress stress, 457
— of strings, 250
- of Timoshenko beam-columns on elastic foundation, 246
- of Timoshenko beams, 507
equivalent inclusion method, 539
equivalent nodal force
— of beams, 178
- of columns, 177
error, 168, 199
Eshelby tensor, 538
essential boundary condition, 44, 111, 172
Euler buckling, 227
Euler curve, 227
Euler equation, 70, 165, 197, 250
Eulerian description, 79, 440
Euler load, 227
Euler's formula, 319
even permutation, 46
evolution rule, 63, 386
explicit integration method, 315
extension, 35, 107
extensional stiffness, 109
extensional strain, 35, 443
external force, 3
extremum buckling, 222


## F

face-centered cubic crystal, 386
factor of safety, 239,282
fatigue, 377
FEM, [see also 'finite element method'], 176
fiber-reinforced material, 87
fiber-reinforced polymer
carbon- - (CFRP), 56, 87
glass- - (GFRP), 87
finite deformation, 435
finite difference, 314,338
finite displacement theory, 214
linearized -, 219
finite element, 176

- for diffusion, 211
- for seepage flow, 211
finite element method, FEM, 176
adaptive - , 210
X- -, 210
finite rotation, 438
finite strip method, 174
first Piola-Kirchhoff stress, 44, 456, 458
first sectional moment, 108
first sectional moment function, 147
first variation, 69, 197
Flamant solution, 96
flexural compressive strength, 23, 139, 282
flexural rigidity

$$
\text { — of beams, } 109
$$

$$
\text { - of plates, } 285
$$

flexural tensile strength, 23, 139, 282
flexural-torsional moment, 264
flexural-torsional stiffness, 264
flow rule, 63, 380, 386, 393, 395
flow theory, 63, 386
follower force, 231
Fourier series, 199
complex -, 319
double -, 291
Fourier spectrum, 320
Fourier transform, 319
fracture toughness, 101
frame, 16, 113, 155
free fall, 302
free vibration, 299
frequency response function, 317
FRP, 56, 87
functional, 69, 197
fundamental solution, 136
$\mathbb{G}$
Galerkin form, 170
Galerkin method, 171
Gauss's theorem, 45
Geiringer's equations, 418
generalized

- coordinate, 333, 354
- damping constant, 336, 356
- displacement, 333, 354
- force, 334, 356
- Hooke's law, 54, 61
— mass, 331, 354
- Poisson's ratio, 56
- Young's modulus, 56
geometric boundary condition, 44, 111
geometric nonlinearity, 223
geometric stiffness matrix, 240, 523
- of Timoshenko beam, 523, 531

Gerber beam, 18
glass-fiber-reinforced polymer, 87
governing equation, 58
Green's function, 77, 96, 136, 312, 537
Green strain, 436, 511
Gurson damage model, 433
gusset plate, 5
H
Hagen-Poiseuille flow, 80
hair clip, 222
Hamilton's principle, 197
hardening, 66, $\underline{380}$
isotropic -, 404
kinematic - , 404, 484
hardening coefficient, 65, 381, 389, 394-396, 409, 481
hardening rule, 65
Heaviside function, 312
helical spring, 520
Helmholtz decomposition theorem, 78
Hencky's theorem, 417
Hertz solution, 97
hexagonal crystal, 56
high seas, 100
history-dependency, 389
Hooke's law, 51
generalized -, 54, 61
incremental -, 389

- in one dimension, 85
— in plane strain, 85,206
— in plane stress, 85,284
horizontal stiffener, 22
hydrostatic pressure, 50, 58
hyperelasticity, 470, 474, 480
hypergeometic function, 232
hypoelasticity, 470, 473
]
identity tensor, 437
imaginary unit, 154
impulse response, 311
inclusion, 60, 534
incompatible strain, 384
incompressibility, 57, 58, 79, 389, 446
incremental equilibrium equation
— of Cauchy stress, 466
Lagrangian -, 466
- of nominal stress rate, 466
incremental Hooke's law, 389
incremental theory, 63, 386
inelastic buckling, 238
inelasticity, 61, 375
inelastic strain, 59, 61
infinitesimal displacement theory, 214
infinitesimal rotation, 37
influence line
— of axial force, 8
- of bending moment, 21, 138, 141
- of displacements, 136
- of shear force, 21, 141
inhomogeneity, 60, 534
initial condition, 155
initial configuration, 435
initial imperfection, 220, 239
initial value/boundary value problem, 155
inner product
- in polar coordinate system, 347
weighted -, 199, 331, 342, 354
integral equation, 100
internal force, 3,41
interpolation function, 177
invariant, 48
first - of strain, 49
first - of stress, 50
second - of deviatoric strain, 52
second - of deviatoric stress, 52, 384
— of stress, 49
third — of deviatoric stress, 384
inverse Fourier transform, 319
inverse matrix, 30, 195
irrotational flow, 81
isoparametric element, 210
isotropic elasticity, 51
isotropic hardening, 404
isotropic tensor, 53
isotropy, 51
Iwakuma's buckling formula, 520
$J$
Jacobian, 437
Jaumann rate
— of Cauchy stress, 463
— of Kirchhoff stress, 463
Jaumann stress rate, 463
joint equation, 200
joint of Gerber beam, 18
Joukowski transformation, 84
$J_{2}$ flow theory, 397


## $\mathbb{K}$

Kármán, see 'von Kármán'
Kármán's plate theory, see 'von Kármán's plate theory'
Kelvin-Voigt model, 303
kernel, 100
kinematically admissible field, 67, 423
— of beams, 200, 427
kinematic friction, 306
kinematic hardening, 404, 484
kinematics, 164, 505, 512
kinetic energy, 301
Kirchhoff-Love assumption, 283
Kirchhoff stress, 456
Kötter's equation, 419
Kronecker delta, 38
【
Lagrange equation, 197
Lagrange function, 197
Lagrange multiplier, 71, 170, 248, 250, 516
Lagrangian description, 79, 437
Lamé constants, 51
laminar flow, 80
Landau's symbol, 234
large deformation theory, 214, 435
large displacement theory, 214
large earthquake, 309
lateral buckling, 282
lateral force, 13
lateral-torsional buckling, 282
law of conservation

- of energy, 301
- of mass, 437
— of momentum, 310
layered plate, 87
least square method, $168,176,182,199$
left Cauchy-Green deformation tensor, 440
left stretch tensor, 440

Legendre polynomials, 348
limit analysis, 421
linear coefficient of thermal expansion, $60,93,451$
linear distribution of bending strain, 107
linear elasticity, 51
linearized finite displacement theory, 219
L-load, 8
loading, 64, 379, 389, 394
local buckling, 283, 293
localized deformation, 420, 461
Lode angle, 392
logarithmic decrement, 305
logarithmic strain, 443
logarithmic strain rate, 449
longitudinal vibration, 155
longitudinal wave, 78
lower bound theorem, 424
Lüders band, 461, 484, 501
lumped mass matrix, 330

## M

main girder, 5
mass, 1
mass density, 437
mass matrix, 193, 324
consistent -, 193, 365
lumped -, 330
material derivative, 79, 446
material nonlinearity, 223
material point, 34,436
material time derivative, 79, 446
mathematical dislocation, 99, 403
matrix analysis of structures, 182, 510
maximum axial force, 11
maximum bending moment, 22, 139
maximum friction force, 306
maximum shear force, 22,139
Maxwell's reciprocal theorem, 73, 137
member, 3
membrane, 298
membrane analogy, 274
metric tensor, 550
microtremor, 322
Mindlin-Reissner plate, 283
Mises' yield condition, see 'von Mises' yield condition'
mixed condition, 44, 112
modal analysis
—of beam, 353

- of multi-degree-of-freedom system, 333
mode
buckling —, 227, 229
natural vibration -, 325
orthogonal -, 331
vibration - , 325, 330, 341, 344, 351
model
Drucker-Prager's —, 408, 411
Gurson damage -, 433
Kelvin-Voigt —, 303
Mooney-Rivlin -, 473
Prager's - 405
Reuss - , 433, 534
Shanley -, 238

> Voigt -, 432, 534
> Ziegler's -, 405
modified Engesser's formula, 245, 520
Mohr-Coulomb's failure criterion, 411, 419
Mohr's strain circle, 86
Mohr's stress circle, 416
moment diagram, 14
moment distribution method, 200
moment of inertia, 2
Mooney-Rivlin model, 473
Müller-Breslau's theorem, 140
multiply connected, 273

## $\mathbb{N}$

natural angular frequency, 301
natural boundary condition, $44,112,172$
natural circular frequency, 301
natural coordinate, 210
natural frequency, 301
natural period, 300
natural strain, see 'logarithmic strain'
natural vibration mode, 325
Navier's solution, 291
Navier-Stokes equation, 79
necking, 420, 496
Neumann condition, 44, 112
neutral, 221
neutral axis, 109
neutral loading, 389, 394
neutral plane, 109
nodal point, 5
node, 176
nominal stress, $\mathbf{4 5 3}, 458,461$
nominal stress rate, 465
non-associated flow rule, 397, 408, 481
noncoaxiality, 412
noncompact section, 431
nonconforming element, 293
nonconservative force, 231
nonlinear elasticity, 237
non-local theory, 33
norm, 199
normality rule, 393
normal stress, 43
objectivity, 62
octahedral stress, 63
odd permutation, 46
Oldroyd stress rate, 463
open section, 254,258
orthogonal function, 199, 292
orthogonality

- of natural vibration mode, 331
- of vibration mode of beams, 354
- of vibration mode of membranes, 346, 347
— of vibration mode of strings, 342
orthogonal mode, 331
orthotropy, 55
over damping, 303
panel point, 3

Papkovich-Neuber potentials, 101
passive damper, 329
peak strength, 431
penalty method, 517
perfect fluid, 81
perfect plasticity, 66
perfect system, 218
permutation

$$
\text { even —, } 46
$$

$$
\text { odd —, } 46
$$

permutation symbol, 45,551
permutation tensor, 551
personal computer, 20, 182
perturbation, 247,516
perturbation method, 247
phase plane, 305
phase velocity, 78, 339
piecewise polynomial, 176
Piola-Kirchhoff stress
first 一, 44, 456, 458
second -, 456, 459, 512
$\pi$-plane, 392
plane strain, 84
plastically -, 410, 415, 421, 485
plane stress, 85
plastically plane strain, $410,415,421,485$
plastic collapse, 422
plastic deformation, 61, 375
plastic hinge, 383, 426
plasticity, 61, 238
plastic moment, 382, 426
plastic potential, 63, 395
plastic section modulus, 426
plastic volumetric strain, 408
Poiseuille flow, see 'Hagen-Poiseuille flow'
Poisson's ratio, 51
generalized -, 56
polar decomposition theorem, 438, 528
pole, 359
polycrystalline metal model, 484
positive-definiteness, 57, 241
post-buckling, 247
potential energy, see 'total potential energy', 301
potential energy of external forces, 69, 197
power law, 413
power spectrum density function, 320
Prager's model, 405
Prandtl-Reuss's equation, 64, 387, 391, 394
pressure wave, 78
primary wave, 78
principal axis of cross sections, 277
principal deviatoric stress, 384
principal direction of strain, 37, 49
principal direction of stress, 46
principal strain, 37, 49
principal stress, 46
principle

- of action and reaction, 3-5
- of complementary virtual work, 68, 그, 200

Hamilton's -, 197
— of maximum plastic work, 393

- of minimum strain energy, 202
- of minimum total potential energy, 69, 198

Saint-Venant's -, 90, 148
—of stationary total potential energy, 69, 197

- of superposition, 125
variational —, 197
— of virtual work, 67, 67, 172, 197
prismatic bar, 272
program, 185, 189, 208
progressive failure, 432
proportional damping, 336
P-wave, 78
Pythagorean theorem, 37, 247
quadratic form, 197

$$
\mathbb{R}
$$

radius of gyration, 227
radius thickness ratio, 253, 262
Rahmen, 16, 113, 155
ramp, 17
rank, 195
rate of change of twist, 252
rate of deformation, 445
rate of equivolumetric deformation, 449
rate of irrotational deformation, 449
rate of plastic work, 387
rate of stress-work, 455
Rayleigh damping, 336
Rayleigh-Ritz method, 197
reaction force, 3
reaction moment, 12
reciprocal theorem

- of beam vibration, 362

Betti's —, 73, 138
Maxwell's -, 73, 137

- of one degree-of-freedom vibration, 314
reciprocity, 75
reduced modulus theory, 238
redundancy, 28
reference configuration, 436
residual deformation, 61
residual strength, 431
residual stress, 239
residue, 360
resonance, 308
Reuss model, 433, 534
Reynolds number, 80
right Cauchy-Green deformation tensor, 436
right stretch tensor, 438
rigid body displacement, 36
rigid body rotation, 36
rigid body translation, 36
rigid perfectly-plastic body, 379
Ritz method, 197
Robin condition, 44, 112
rolling, 239
rosette gauge, 86
rotation
finite - , 438
infinitesimal -, 37
rotational inertia, 371
rotation vector, 445


## S

safety factor, 239, 282
Saint Venant-Kirchhoff material, 470, 472
Saint-Venant's principle, 90, 148
Saint-Venant's torsional constant, [see also 'torsional constant'], 252
Saint-Venant's torsional moment, 252
Saint-Venant's torsional stiffness, 252
scale effect, 433
Schmid law, 483
screw dislocation, [see also 'dislocation'], 375
secant modulus, 413
secondary wave, 78
second invariant of deviatoric strain, 52
second invariant of deviatoric stress, 52,384
second Piola-Kirchhoff stress, 456, 459, 512
second variation, 198
sectional moment of inertia, $\underline{108}$
sectional polar moment, 252, 281
section modulus, 21, 109, 235
seepage flow, 211
seismic coefficient method, 309
seismograph, 310
self-adjoint system, 73
self-consistent method, 543
self-deployable structure, 223
Shanley model, 238
shape function, 210
shear band, 413, 461, 484
shear center, 151, 271
shear diagram, 14
shear flow, 150, 255
shear force, 12,13
shearing strain, 35
shearing yield stress, 63,385
shear lag, 152
shear modulus, 51
shear strength, 23, 385
shear stress, 43
shear wave, 78
shell, 283
shoe, 14
sifting property, 129
simple beam, 15
single crystal model, 482
singly connected, 273
singular matrix, 195
sink, 80
slenderness parameter, 237

- for lateral buckling, 282
slenderness ratio, 203, 227
- for flexural torsion, 268
- of Timoshenko beams, 507
slide rule, 159
slip line theory, 415
slope, 107
slope-deflection method, 200
snap-through, 222
source, 80
Southwell method, 236
space structure, 222
specific body force, 44
spectral representation, 48, 439
spin, $81,445, \underline{445}$
splice plate, 22
stability criterion, 217, 220
stability problem, 214
statically admissible field, 67, 416, 423
—of beams, 200, 427
statically determinate, 4
statically determinate equivalent system, 125
statically indeterminate force, 125
statically indeterminate structure, 30
static boundary condition, 44,112
static friction, 61, 306, 378
step function, $\underline{312}$
stiffener
horizontal -, 22
vertical -, 18, 22
stiffness equation, [see also 'element stiffness equation'], 177
stiffness matrix, 324
— of beam-columns, 240
—of beams, 178
- of beams on elastic foundation, 192
— of columns, 177
—of planar frames, 187
- of planar frames in finite displacements, 531
—of planar trusses, 184
- for plane strain problems, 208
— of space frames, 278
— of Timoshenko beams, 509, 510
- of Timoshenko beams in finite displacements, 531
- of torsion, 274
story equation, 200
strain, 36
Almansi -, 440
Biot's —, 443
engineering -, 55, 385
extensional -, 443
Green -, 436, 511
logarithmic -, 443
strain compatibility condition, 40, 295
strain energy, 55, 69, 197
strain energy density function, 470
strain energy function, 54
strain-gauge rosette, 86
stream function, 83
streamline, 82,83
strength, 3
compressive -, 239
flexural compressive -, 282
flexural tensile -, 282
shear —, 385
tensile -, 239
strength correlation
—of axial force and bending, 235
stress, 20, $\underline{42}$
Biot 二, 458, 459
Cauchy -, 453, 458
first Piola-Kirchhoff —, 44, 456, 458
Kirchhoff —, 456
nominal -, 453, 458, 461
second Piola-Kirchhoff 一, 456, 459, 512 true -, 453, 458
stress concentration factor, 91, 98, 102
stress function, 89
stress intensity factor, 101
stress invariant, 49
stress rate
corotational -, 463
Jaumann -, 463
nominal —, 465
Oldroyd -, 463
Truesdell -, 464
stress relaxation, 66
stress resultant, 43
stress-strain relation, [see also 'Hooke's law'], 51
stress vector, 42
stretch, 35,438
stretch tensor

$$
\text { left —, } 440
$$

right —, 438
string, 250
stringer, 5
strong form, 169
structure for falling prevention of bridge, 18
Sturm-Liouville problem, 173
subgrade reaction, 154
submission, 223
subparametric element, 211
summation convention, $\underline{549}$
super-convergence, 176
superparametric element, 211
surface force, 44
surface to the negative direction, 13, 43
surface to the positive direction, 13, 43
S-wave, 78

## TI

tangent compliance
— of generalized Prandtl-Reuss's plasticity, 396

- of Prandtl-Reuss's plasticity, 390
tangent modulus, 413
— of generalized Prandtl-Reuss's plasticity, 396
- of Prandtl-Reuss's plasticity, 390
tangent modulus theory, 237
tangent stiffness, 219, 529
tensile strength, 11, 239
tensile yield stress, 63, 385
tensor, 36
tensor product, 48
test function, 129, 177
theorem
Castigliano's second —, 201
Cauchy integral -, 359
Cauchy's -, 43
divergence -,$\underline{45}$
Gauss's -, 45
Helmholtz decomposition -, 78
Hencky's -, 417
Müller-Breslau's —, 140
polar decomposition -, 438, 528
Pythagorean -, 37, 247
reciprocal -, 137, 138, 362
three-moment —, 200
upper-lower bound -, 424
theory
damage -, 432
deformation -, 63, 380, 390, 413
elementary beam -, 106
finite displacement -, 214
flow -, 63, 386
Gurson's -, 433
incremental —, 63, 386
infinitesimal displacement -, 214
$J_{2}$ flow -, 397
large deformation - , 214, 435
large displacement -, 214
linearized finite displacement - , 219
non-local —, 33
reduced modulus - , 238
slip line -, 415
tangent modulus -, 237
von Kármán's plate -, 293
thermal expansion, 60
thermal strain, 74, 92
thickness parameter, 520
thin-walled member, 148, 251, 254
third invariant of deviatoric stress, 384
three-moment theorem, 200
Timoshenko beam, 152, 505
torsional buckling, 281
torsional constant
—of circular columns, 252
- of circular tubes, 253
- of thin-walled circular tubes, 253
— of thin-walled closed multicell sections, 258
— of thin-walled closed sections, 256
- of thin-walled open sections, 261
— of thin-walled rectangular sections, 261
torsional constants ratio, 268
total complementary potential energy, 70, 201
total potential energy, 69, 197
total-strain theory, [see also 'deformation theory'], 380
toughness, 376
trace, 39
traction, 42
trajectory, 305, 441
transient response, 307
transversely isotropic, 56
transverse wave, 78
Tresca's yield condition, 62, 392
trial function, 177
triaxial compression test, 52, 386
trivial solution, 227, 228, 240
Truesdell stress rate, 464
true strain, see 'logarithmic strain'
true stress, 453, 458
truss, 4, 155
U
ultimate lateral strength, 422
unit impulse response, 311
unit impulsive force, 311
unit load method, 131, 135, 156, 202
— of elastic media, 77
— of truss structures, 157
unit tensor, 437
unit-warping function, 266, 271
unloading, 65, 237, 379, 389, 394
updated Lagrangian description, 458, 463
upper bound theorem, 424
upper-lower bound theorem, 424


## V

variational principle, 197
variational problem, 197
velocity, 444
velocity gradient, 444
velocity potential, 83
vertical stiffener, 18, 22
vibration mode, 325, 330, 341, 344, 351
vidro, 222
vinyl-ester synthetic resin, 56
virtual displacement, 69, 172
virtual work equation, 172

- of beam-columns, 240, 521
- of beams, 131, 165, 178
- of beams in motion, 197
- of beams on elastic foundation, 192
- of columns, 176
- in finite displacements, 512
- of flexural torsion of bars, 274
- for plane strain problems, 206
- of plates, 293
— of Saint-Venant's torsion of bars, 275
- for three-dimensional problems, 205
— of Timoshenko beams, 507, 508
viscoelasticity, 155
viscosity, 66, 375
viscous damping coefficient, 303
void formation, growth and coalescence, 433
Voigt constants, 52, 55
Voigt model, 432, 534
volumetric strain, 39
von Kármán's plate theory, 293
von Mises' yield condition, 63, 385, 391
vorticity, 445


## W

warping, 262
warping constant, 264
warping displacement, 263
warping function, 266
wave equation, $78,155,250,298,339$
weak form, 169
weight, 168, 198
weighted inner product, 199, 331, 342, 354
weighted residual method, 168,198
weight function, 170
white noise, 320
Wiener-Khintchine relation, 321
William's toggle, 222

$$
\mathbb{X}
$$

X-FEM, 210

## Y

yield condition, $62,379,381, \underline{385}$
Tresca's -, 392
von Mises' —, 63, 385, 391
yield function, $64,381,385,391$
yield moment, 382,426
yield stress, 63, 227, 237, 385
shearing -, 63, 385
tensile -, 63, 379, 385
yield surface, 391
Young's modulus, 51
generalized -, 56
yo-yo balloon, 310

## $\mathbb{Z}$

Ziegler's model, 405
Zimmermann effect, 363
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[^0]:    This edition employs several of the exercises in the Japanese edition which enumerates the corresponding answers in the appendix.

[^1]:    ${ }^{1}$ Dislocations are also distributed along the grain boundaries even in the initial state, but they are neglected in these figures.

[^2]:    ${ }^{2}$ Inhomogeneities and microstructures inside materials may play an important role [39, 47].

[^3]:    ${ }^{3}$ Instead of $G, \mu$ is used for the shear modulus in this chapter.

[^4]:    ${ }^{4}$ If $\lambda$ is a material parameter, Eq.(9.10b) represents the viscous resistance. Also, $\lambda$ is not the Lamé constant.

[^5]:    ${ }^{5}$ The shape of the plastic region is almost triangular but is exaggerated by a shaded area in Fig. 9.13.

[^6]:    ${ }^{6}$ After this section through the end of this note, we use the notation in the tensor analysis. If a reader is not familiar with it, App. D may be helpful.

[^7]:    ${ }^{7}$ It is not a common term but is used only by us.
    ${ }^{8}$ The shear strength specified in the 'Specifications for Highway Bridges [123]' is defined by this relation.
    ${ }^{9}$ In the case of crystalline metals, these planes coincide with the close-packed planes of atoms.

[^8]:    ${ }^{10}$ The defect called dislocation starts to move on that plane.

[^9]:    ${ }^{11}$ No plastic volumetric deformation occurs in the crystalline metals because the dislocations move on the close-packed crystal planes. On the other hand, it is well known that there occur some plastic volumetric strains called the dilatancy in the foundation materials made of many grains.

[^10]:    ${ }^{12}$ This manipulation is called the (static) condensation, and its physical meaning is the incremental volumetric deformation.

[^11]:    ${ }^{13}$ Because of the microscopic structures, macroscopic behavior of some composites shows yielding [131] under the hydrostatic pressure even though each phase is modeled by the Mises condition. Fig. C. 10 shows one example.
    ${ }^{14}$ In plastically plane strain state in Sec. 9.5, the Mises condition results in Eq.(9.155) which is the same as Eq.(9.59).
    ${ }^{15}$ In the case of the polycrystalline metals, the number of slip planes is so large that corners almost disappear macroscopically.

[^12]:    ${ }^{16}$ Increase of the number of material parameters sometimes makes it easy to simulate complicated behaviors of materials, but it is not always essential from the physical point of view.

[^13]:    ${ }^{17}$ It corresponds to the dilatancy in the field of the soil mechanics.

[^14]:    ${ }^{18}$ The failure criterion $\tau=c-\sigma \tan \phi$ is tangential to the Mohr's stress circle with its ordinate $\tau$ and its abscissa $\sigma$.

[^15]:    ${ }^{19}$ Please consult with the reference about this approximation. Because of this approximation, any step-by-step numerical calculations of this model cannot satisfy the yield condition rigorously and fail.

[^16]:    ${ }^{1}$ For example, cables can displace tremendously with very small deformation in the range of elasticity.

[^17]:    ${ }^{2}$ In an arbitrary coordinate system, we must write $E_{I J}=1 / 2\left(\left.U_{I}\right|_{J}+\left.U_{J}\right|_{I}+\left.\left.U^{K}\right|_{I} U_{K}\right|_{J}\right)$ using proper combinations of the covariant and contravariant components and the covariant derivatives expressed by ' $\|$ ' (see App. D).

[^18]:    ${ }^{3}$ These new tensors $\boldsymbol{b}$ and $\boldsymbol{v}$ essentially represent the same physical quantities as those by $\boldsymbol{C}$ and $\boldsymbol{U}$, and the difference exists only in the definition of the rotation. Therefore, they are usually expressed by the upper-case letters as $\boldsymbol{B}$ and $\boldsymbol{V}$. However, the lower-case letters are employed in this textbook, because they are functions of the spatially fixed coordinate system and are given by the spectral representation in terms of the principal directions $\boldsymbol{n}^{(n)}$ in the current configuration.

[^19]:    ${ }^{4}$ Also known as the angular velocity or the vorticity.

[^20]:    ${ }^{5}$ Asaro [2] used this decomposition in order to explain some kinds of concepts of elastoplastic deformation of crystalline metals. However, the additive decomposition was actually employed.

[^21]:    ${ }^{6}$ In many references; e.g. [48], this nominal stress is called the 1 st Piola-Kirchhoff stress. However, the term 'nominal stress' is chosen here according to the historical description in the reference [59] where the nominal stress is first defined by Hill [28] while the 1st Piola-Kirchhoff stress is first seen in the references [81, 82].

[^22]:    ${ }^{7}$ Also known as 'engineering stress' or 'conventional stress.'

[^23]:    ${ }^{8}$ The situation in this figure illustrates the explanation in the reference [20], and is shown by Prof. Nemat-Nasser in his class of continuum mechanics. The standard definition of the objectivity in many textbooks seems to be so mathematical that this special example is employed here.

[^24]:    ${ }^{9}$ As will be shown in Fig. 10.20 later, a simple hypoelastic model using the Jaumann rate of the Cauchy stress shows an oscillating response under the simple shear [44].

[^25]:    ${ }^{10}$ Rigorously speaking, we should employ a symbol $\dot{\sigma}_{i j}(t) \Delta t$ for the increment as has been used in Eq.(10.114). But, for simplicity, we here express increments by symbols with a super-dot.

[^26]:    ${ }_{11}^{11}$ Several expressions of the stress-work in the internal energy $\dot{e}$ are enumerated in Eq. (10.105) in terms of the typical stress tensors.
    12 This model with the isotropic tensor $\boldsymbol{C}$ is called the Saint Venant-Kirchhoff material but is known to be not practical [7]
    ${ }^{13}$ Namely, since Eq. (10.142) is not integrable in general under any arbitrary stress states, some residual stresses exist after the unloading. So that, in order to secure the conservativeness, several choices of the spins have been examined for re-definitions of the Jaumann rate; e.g. [23, 45, 46, 53].

[^27]:    ${ }^{14}$ Rigourouly speaking, since the nominal stress is a non-symmetric tensor, it is not appropriate to relate it linearly to the symmetric strain tensor. However, since only an uniaxial loading condition is examined in the examples below, it is employed simply for comparisons of the characteristics of the tensors. Also, $\boldsymbol{E}^{E}$ is here chosen for the nominal stress, because Eq.(10.105) shows the pair of the nominal and the deformation gradient $\dot{\boldsymbol{F}}$, and because the essential deformation part of $\boldsymbol{F}$ is $\boldsymbol{U}=\boldsymbol{I}+\boldsymbol{E}^{E}$.

[^28]:    ${ }^{15}$ As long as one dislocation does not reach a boundary or a surface, it can move back-and-forth under the action of alternating loadings and can be observed through the microscope.

[^29]:    ${ }^{16}$ Exact figure can be found in the reference [39].
    ${ }^{17}$ Even in single crystals, some macroscopic slip lines are observed [2].

[^30]:    ${ }^{18}$ We may not be able to call such a short body as a column. And, it should be noted that the column shrinks about $25 \%$ at the buckling.

[^31]:    ${ }^{19}$ The post-processor Femap (Copyright © 2012 Siemens Product Lifecycle Management Software Inc., Version 10.3.1-Japanese language) licensed to our laboratory has been used.
    ${ }^{20}$ The node at $x_{1}=0$ and $x_{3}=h / 2$ is not fixed, because the non-symmetry to the $x_{3}$-direction can yield some effects of initial imperfection.

[^32]:    ${ }^{21}$ It seems quite interesting, but we may have some bugs in our program. Hahaha

[^33]:    ${ }^{1}$ A word 'bar' is used in this chapter, because the formulation is in the framework of the so-called beam, column and beam-column theories. But, torsion is not included.

[^34]:    ${ }^{2}$ We have not found this formula in any references. If you find it, please let us know.

[^35]:    ${ }^{3}$ A negative sign of Eq.(5.64) appears because $P$ is defined positive in compression.
    ${ }^{4}$ Since this section is a copy of a blurred blueprint of the graduation thesis by the first author, it may have many mistakes.

[^36]:    ${ }^{5}$ Geometric matrices are not necessary for the Bernoulli-Euler beams. The extension $\epsilon$ in the kinematics cannot be neglected. Note that, when all the extension $\epsilon$ are neglected, the models represent the inextensible theory (Elastica).

[^37]:    ${ }^{1}$ Recently the term 'homogenization' is frequently used for such averaging estimates, because the word is employed in a famous contribution [110] utilizing the singular perturbation method between microscopic and macroscopic variables. However, since the method is used through implementation into a numerical approach, FEM, the word 'averaging' is used for analytical approaches in this textbook.

[^38]:    ${ }^{2}$ The term 'micro' does not directly mean the size of $10^{-6} \mathrm{~m}$, but implies microscopic mechanics between two regions with distributed 'eigenstrains' in a material. Thus 'Micromechanics' is a unique name originally designated by Prof. Mura.

[^39]:    ${ }^{3}$ The idea of this method is the same as the basis of a scheme in physics by which average electric current is estimated from flow of an infinite number of free electrons with negative electric charge.,

[^40]:    ${ }^{4}$ The second author of this textbook recognized it the most important magical statement of this Mori-Tanaka approach.

[^41]:    ${ }^{1}$ We strongly recommend readers to read this book if available.

